2.1 OMA - Overview

OMA’s view of future service needs is that Service Providers want to improve their time-to-market and reduce costs to develop and deploy new services and enablers. Particular needs identified by OMA are listed below: 

· Reduce service deployment and lifecycle costs 

· Improve service/component time-to-market

· Allow component inter-changeability (one vendor to another)

· Allow the multi-vendor mixing-and-matching of components 

· Provide run-time end-to-end Service Level Tracing within and across domains/environments

· Reduce mobile SP costs for services/components in areas such as: 

· integration and deployment

· lifecycle management

OMA views services as using  components that can be “composed”, in a manner consistent with SOA principles.

They focus solely on “OMA Enablers”, which it separates from other assets (as part of  OMA Service Environment (OSE)). 

Applications, or end-to-end Services, are out-of-scope for OMA specifications. Also, OMA has a logical architecture - OMA Service Environment (OSE) in which it combines “management entities” (e.g. OSS/BSS) with other infrastructure entities existing in the Service Provider Environment grouped into what OSE calls “Execution Environment” (EE). OMA Enablers expose their ability to be managed through the I1 interface of the OSE. 
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Figure 1 – OMA Service Environment (OSE

)

An OMA  enabler (and its components, if it has multiple components) is defined in terms of 3 types of interfaces, in its interactions with other Service Components:

1) a functional interface (category I0)

2) a resource facing interface (I2) 

3) a lifecycle management interface (I1)

In addition an I0+ interface category provides a functional interface that considers parameters to be exposed for associated policy rules.
I0 are interfaces that OMA Working Groups define in their enabler specifications.
I2 are interfaces that are not specified in OMA.
I1 is the category of interfaces between enablers and the Execution Environment (e.g. software life cycle management process and monitoring etc). 

The I1 interfaces may be specified by OMA, or may represent a reference to an interface defined elsewhere. 
I1 definition (taken from the OSE Architecture Document):
I1 may be perceived as “a common lifecycle interface presented by all OMA enablers”.

The OMA Service Provider Environment (OSPE)

OSPE can be used to implement  Life Cycle Management (LCM) and Service Level Tracing (SLT) functions for OMA enablers and services within the OSE (it provides OAM&P with limitations).

OSPE is therefore itself an OMA enabler that is able to provide Lifecycle Management and Service Level Tracing
 capabilities for other OMA enablers.  These Management capabilities are exposed through the OSPE I0 interfaces.
Because services are executed by composing / orchestrating one or several enablers, OSPE has to be able to interact (or be bundled) with OMA enablers to make the activities of LCM and SLT take effect.
OSPE has identified Lifecycle Phases (defined in OSPE activity). The OMA focus has been mainly on deployment and execution phases.

OMA Management

OMA has approached the notion of “Management” from several angles:

· The OMA Service Environment (OSE) - a logical architecture that includes a category of interfaces (labeled I1) that support interactions between OMA enablers and the SP “execution environment” (including OSS/BSS to the extent they have to interface to OMA enablers to manage them).
· Requirements, architecture and technical specifications for identified interfaces to support OMA enablers life-cycle management (LCM) including Service Level Tracing (SLT), collectively referred to as OSPE (OMA Service Provider Environment) – with the goal of interacting with other enablers for OAM&P purposes. It may be viewed as an enabler that interacts with enbalers thorugh their  I1 set of interfaces.
· Comprehensive/focused Device Management (DM) provides a collection of enablers, including a DM Protocol (based on SyncML) and a set of DM Management Objects (MOs).
· Individual OMA enablers may also expose various management interfaces (e.g. for creating, retrieving, modifying or deleting specific data related to the enabler). 
· Many of them are re-using XML Document Management (XDM is based on XCAP – RFC 4825)

2.1.1 Relation to TM Forum / SDF Work

The OSE and OSPE work in OMA may collectively be considered as a blueprint to an open Service Delivery Platform (SDP – defined in TR139), at least for services composed from service components deployed over converged networks
.

OMA defines service component interfaces in the OSE in a similar fashion to those within the SDF development:

I0 – relates to the TM Forum SDF “Functional” interface

I1 – relates to the TM Forum SDF “Lifecycle Management” interface

I2 – relates to the TM Forum SDF “Resource Abstraction” interface

It would be of value to compare any of the associated the requirements for these OMA interfaces with related requirements being specified within the SDF development.

OMA have the prime objective of defining I0 (Functional) interfaces.  This complements very well with the TM Forum SDF work which sees this area as being out of scope.  Likewise the TM Forum SDF development is primarily aimed at the definition of Service Lifecycle Management – which is related to the OMA I1 interface.  OMA may consider looking to other fora to provide specification for this interface – which fits well into the TM Forum SDF work direction.

OMA provides mappings to 
a number of network-based services – e.g. Parlay, Parlay X and IMS – this being achieved through support of associated I0 and/or I2 interfaces.  This may provide a ready means for TM Forum SDF to provide value-add services over these network-based capabilities.

The OSPE provides specifications for many Management-related activities – e.g. Service Lifecycle (SLC), Service Level Tracing (SLT) and Service Model Management.  This, coupled with the various other items of Requirements specification could provide multiple inputs into the TM Forum SDF Requirements for Management.

The OMA specifies a Device Management capability (DM). This should be related to the End User Device Management capability being defined within TM Forum and both of these should collectively be considered in relation to the scope of TM Forum SDF Management.

In summary, closer co-operation between TM Forum SDF and OMA OSE architecture and OSPE specifications could provide a combined open framework for next generation services management (SDF) and specifications for implementation of lifecycle management of the resources in such SDF.  The crucial area of integration would be around the OMA I1 (Lifecycle Management) interfaces and associated specifications and appropriate extensions of the OSPE.  An initial comparison of Requirement specifications (e.g. for Lifecycle Management) would also seem to be extremely valuable.

�I would remove the SDF management from the picture, since in OMA we do not talk at all about SDF. In our presentation that was a suggestion that TM Forum SDF work may relate to EE, but should not be presented as the OSE diagram.


�I think they try to map their pieces on OSE. So for them it is a relevant addition…. I would leave. State if needed as caption TMF mapped on OSE.


�In my view it is an example of life cycle management (a monitoring activity). So I would not call out. Just say somehwre it is part of these.


�Not defiend by OMA, I think we should rather say independently of the network.


�Abstraction of network-based service and enabler implementation on 
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