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1 Reason for Change

This document contains the revised version of input contribution OMA-ARC-OSPE-2008-0014R01 which defines the Life Cycle Management process.  One of the comments on this document was, that this contribution is better made as a change request to the TS than as an input document.  The text proposed in this document is the result of discussions on document OMA-ARC-OSPE-2008-0014R01 in the ARC conference call of November 4th 2008.
2 Impact on Backward Compatibility

There is no impact on backward compatibility.
3 Impact on Other Specifications

There is no impact on other specifications.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The ARC group is kindly requested to include the addition of the text proposed in section 6 under chapter 5 of the OSPE TS. 
6 Detailed Change Proposal

Change 1:  Add the following text under chapter 5 of the OSPE TS
5.
Resource Life Cycle Management
The Life Cycle Management (LCM) process allows OSPE Requesters to manage the life cycles of Resources.  Life Cycle Management covers all states and transitions of a Resource from deployment until the final removal from the OSPE. The LCM process itself is defined as a set of management activities, each of which produces a transition between states of the life cycle.

A precondition for the LCM process is that all information about the Resource to be managed MUST be registered previously in the SMAC.
5.1 Life Cycle Management process

The Life Cycle Management Process is initiated by an OSPE Requester via the OSPE-1 interface to the OSPE Server. The OSPE Server verifies that all the information needed to serve the management request is available using the OSPE-3 interface to the SMAC, and checks if the request is valid in the current life cycle state of the Resource.

Once the necessary information has been retrieved from the SMAC, the OSPE Server SHALL decompose the management request into more elementary management tasks, and SHALL execute them by issuing the corresponding requests to the appropriate Resources over their available I2 Interfaces.
At any time during the LCM process it MAY be needed to notify the requester, and the components of back end systems about the progress or result of the management tasks.  The OSPE Server SHALL do this by requesting such notification from Resources over their available I2 Interfaces.
It MAY also be necessary to update Resource related information in the SMAC as a result of a change of life cycle status. To achieve this, the OSPE Server SHALL use the OSPE-3 interface to the SMAC.

After all management tasks resulting from the request have completed, the OSPE server SHALL return the result of the management request to the OSPE Requester.  If (and only if) the request was a withdrawal request, then the OSPE Requestor MAY delete all information about the withdrawn Resource(s) from the SMAC using the OSPE-3 interface if no other Resources have dependencies on this information. 
Figure X1 illustrates the Resource Life Cycle Management process outlined in this section.
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Figure X1. Resource Life Cycle Management Process

5.2 Life Cycle Management States and Operations

The OSPE Resource Life Cycle Management process SHALL have three high level states: Deployment, Operation and Withdrawal.  The Resource Life Cycle Management operations can be classified accordingly in Resource Deployment, Resource Operation and Resource Withdrawal operations. 

Before the Life Cycle Management process can start for a given Resource, the Resource MUST have been created and the information for this Resource MUST have been registered previously in the SMAC.

The following sections describe in more detail the three Life Cycle Management states and operations.

5.2.1 Resource Deployment
Resource Deployment is further refined into four activities:

· Installation: this activity includes the installation of hardware and software components that make up the Resource.

· Configuration: this activity consists of setting any configurable parameters for the Resource.
· Provisioning: these are the activities needed to make the Resource available for operation, including the connection of the Resource with the OSS for accounting, billing, etc.

· Publication: this is the activity of making the Resource known so it can be used by other Resources.

For example, when the Resource under deployment is a conference bridge, then

· Installation consists of the physical installation of the bridge hardware and software.

· Configuration may include the protocol settings for the bridge (H.323, SIP), and setting the maximum number of participants per conference.

· Provisioning consists of linking the bridge to the OSS for accounting, billing and monitoring.

· Publication consists of notifying other Resources of the existence of the bridge, for example through a Notification Agent.

Figure X2 shows the state model for these activities: a service MUST pass the Installation, Configuration, Provisioning and Publication states before Deployment can be considered complete.  Once provisioned or published, a Resource MAY be reconfigured.
¡
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Figure X2. Deployment activities

The OSPE Server SHALL make installation, provisioning and configuration requests to a Resource over its I2 interface. To publish the availability of a Resource, the OSPE Server SHALL make a publication request to a Resource that can act as a publication agent, using its I2 interface.
5.2.2 Resource Operation

Resource Operation consists of those management operations that can be executed on a deployed service.  Resource operation is further refined into the following activities:

· Activation: puts the Resource in a state where it can respond to requests to execute its business logic.
· De-activation: puts the Resource in a state where it is operational but will respond only to management requests, not to requests to execute its business logic.
· Update: this activity includes the modification of the Resource configuration, or of a Resource’s life cycle state.
· Tracing: this activity consists of logging the Resource’s behaviour.
· State monitoring: this activity includes querying the history and current status of a Resource in terms of LCM activities and subscribing to status updates.

· Usage monitoring: this activity includes querying for usage metrics and subscribing to usage alarms or periodic usage reports.

· Health monitoring: this activity includes querying for health related metrics and subscribing to alarms from the Resource.

Taking again the conference bridge as an example, then:

· Activation means putting the bridge online so that it can start processing conferences.  
· Usage monitoring could include subscribing to congestion alarms, which are sent when the number of connections requested from the conference bridge outnumbers the bridge capacity.  
· Updating could include changing the maximum number of participants allowed in a conference.  
· Deactivation means taking the bridge offline so it won’t accept connection requests, but without actually switching it off or uninstalling it.
Figure X3 shows the state model for these activities.  Note that in this figure, State Monitoring, Usage Monitoring and Health Monitoring are shown as one Monitoring “activity” for simplicity.

Figure X3 shows that, once activated, a Resource MAY receive requests for tracing or monitoring, or both.  After deactivation , the operational state MAY terminate, or the Resource MAY be activated again at a later stage.  A Resource MAY be updated after deactivation, before activating it again.
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Figure X3. Activities in Operational state
The OSPE Server SHALL make Activation, Deactivation, Update, Tracing and Monitoring requests to a Resource over its I2 interface.
5.2.3 Resource Withdrawal
Resource Withdrawal consists of the activities needed to remove a Resource, and can be considered the inverse of Resource Deployment.  Service Withdrawal is further refined into the following activities:

· Deregistration: consists of notifying other Resources that the Resource in question is being withdrawn.  This activity is the inverse of the Publication activity in the Deployment state.

· Un-provisioning: consists of decoupling the Resource from the OSS and other Resources it depended on.

· Un-installation: consists of removing the Resource’s hardware and software.

Figure X4 shows the state model for these activities.  
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Figure X4. Withdrawal activities

The OSPE Server SHALL make Deregistration, Un-provisioning and Un-installation requests to a Resource over its I2 interface.

When a Resource successfully terminates the Withdrawal state, its information MAY be deleted from the SMAC. The information for a Resource SHALL NOT be removed from the SMAC while the Resource is in the Deployment, Operation or Withdrawal state.  The information for a Resource SHALL not be removed from the SMAC while other Resources have dependencies on the Resource in question.  The next section discusses the management of dependencies in more detail.
5.2  Managing dependencies
It is usual for Resources to have dependencies on other Resources throughout the duration of its life cycle.  These dependencies can be of static or dynamic nature, and can take many forms.
For an example of a static dependency, consider the OMA Categorization Based Content Screening (CBCS) Enabler which is built from two types of Resources: a Content Categorization Component, and a Content Screening Component.  An instance of the CBCS Enabler typically involves one Content Screening Component which connects to one or more Content Categorization Components.  This dependency is usually created at deployment time.
For an example of dynamic dependency, consider a mash-up which is created in an ad-hoc fashion from operational Resources. 
The information stored in the SMAC for a Resource SHALL NOT be removed while other Resources have dependencies on the Resource in question, even if the Resource has been Deactivated or Withdrawn.
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