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1 Reason for Change

This document contains the revised version of input contribution OMA-ARC-OSPE-2008-0022R01 which defines the Life Cycle Management process.  The text proposed in this document is the result of discussions on document OMA-ARC-OSPE-2008-0022R01 in the ARC face to face meeting in Cancún in December 2008.
The most important change with respect to document OMA-ARC-OSPE-2008-0022R01 is that the life cycle management model proposed in this document is based on the TMFService Delivery Framework V2.0 document (TR139), and also takes into account ongoing work on TMF MTOSI.
2 Impact on Backward Compatibility

There is no impact on backward compatibility.
3 Impact on Other Specifications

There is no impact on other specifications.

4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The ARC group is kindly requested to include the addition of the text proposed in section 6 under chapter 5 of the OSPE TS. 

6 Detailed Change Proposal

Change 1:  Add the following text under chapter 5 of the OSPE TS
5.
Resource Life Cycle Management

The Life Cycle Management (LCM) process allows OSPE Requesters to manage the life cycles of Resources.  Life Cycle Management generally covers all states and transitions of a Resource from creation until retirement. The scope of the OSPE specifications in this document excludes Resource creation, and is limited to the states and transitions from deployment to retirement of a Resource.

The LCM process itself is defined as a set of management activities, each of which produces a transition between states of the life cycle.
 The LCM Process has the precondition that all information about the Resource to be managed MUST be registered previously in the SMAC.

5.1 Life Cycle Management process

The Life Cycle Management Process is initiated by an OSPE Requester via the OSPE-1 interface to the OSPE Server. The OSPE Server verifies that all the information needed to serve the management request is available using the OSPE-3 interface to the SMAC, and checks if the request is valid in the current life cycle state of the Resource.

Once the necessary information has been retrieved from the SMAC, the OSPE Server SHALL decompose the management request into more elementary management tasks, and SHALL execute them by issuing the corresponding requests to the appropriate Resources over their available Interfaces.

At any time during the LCM process it MAY be needed to notify the requester, and/or the components of back end systems about the progress or result of the management tasks.  The OSPE Server SHALL do this by requesting such notification from Resources over their available Interfaces.

It MAY also be necessary to update Resource related information in the SMAC as a result of a change of life cycle status. To achieve this, the OSPE Server SHALL use the OSPE-3 interface to the SMAC.

After all management tasks resulting from the request have completed, the OSPE server SHALL return the result of the management request to the OSPE Requester.  If (and only if) the request was a withdrawal request, then the OSPE Requestor MAY delete all information about the withdrawn Resource(s) from the SMAC using the OSPE-3 interface if no other Resources have dependencies on this information. 

Figure X1 illustrates the Resource Life Cycle Management process outlined in this section.



[image: image2]
Figure X1. Resource Life Cycle Management Process

5.2 Life Cycle Management States and Operations
The OSPE Resource Life Cycle Management process SHALL have the following high level states: Configured, Provisioned-Inactive, Provisioned-Active and Terminated  [TMF-TR139], [TMF-MTOSI].

Before the Life Cycle Management process can start for a given Resource, the Resource SHOULD have been created and 
the information for this Resource MUST have been registered previously in the SMAC.




· 
· 
· 
· 
The high level state transition model for these states is given in figure X2:
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Figure X2. State transition model for OSPE Life Cycle Management


Each of the transitions between states in figure X2 corresponds to a Life Cycle Management operation, or set of operations.

The following sections describe in more detail the Life Cycle Management states and operations.

5.2.1 Life Cycle Management states
The definition of the Life Cycle Management states is the following:

· Configured: A resource in this state SHALL be created, its software and hardware components installed, and configured.    In the Configured state, a Resource SHALL be ready for provisioning and activation.  If the Resource is in the Configured state, then all Resources it has dependencies on for provisioning and activation MUST also be in Configured state.

· Provisioned-Inactive: A Resource in this state SHALL be provisioned, but not activated.  This means that the Resource has been created, installed, configured, and provisioned (e.g. connected to an OSS for accounting and billing), but is not yet operational.

· Provisioned-Active: A Resource in this state SHALL be active, meaning that it can respond to requests to execute its service logic.

· Terminated: A Resource in this state SHALL be deactivated and the Resource or any of the Resources it has dependencies on MAY be unconfigured.

For example, when the Resource under deployment is a conference bridge, then

· In the Configured state, the bridge has been physically installed and 
· its protocol settings (H.323, SIP) configured.

· In the Provisioned-Inactive state, the bridge has been installed, configured and linked to an OSS for accounting, billing and monitoring
· , but it is not yet available for use by end-users.







· In Provisioned-Active state, the bridge is fully operational and can be used by end-users.

· In Terminated state, the bridge is not available for use by end-users and may be (partially) unconfigured.

5.2.2 Life Cycle Management operations

The definition of the Life Cycle Management operations is the following:

· Configure: this operation consists of setting any configurable parameters for a Resource.

· Reconfigure: this operation consists of modifying any configurable parameters for a configured Resource.

· Provision: this is the set of operations needed to make the Resource available for activation, including the connection of the Resource with the OSS for accounting, billing, etc.

· Activate: this operation puts the Resource in a state where it can respond to requests to execute its business logic.

· Terminate: this operation puts the Resource in a state where it will respond only to management requests, not to requests to execute its business logic.

· 
· 
· 
· 
· 
· Monitor: this is the set of operations that allow for state monitoring, usage monitoring, health monitoring and tracing of a Resource.

· Modify: this operation allows the reconfiguration of a Resource in one of the two Provisioned states (Provisioned-Active or Provisioned- Inactive).

· Test: this operation allows for testing of the Resource while in one of the two Provisioned states (Provisioned-Active or Provisioned- Inactive).

· Retire: this is the set of operations that withdraws a Resource from OSPE.  It includes unprovisioning, unconfiguring and uninstalling the Resource.

Taking again the conference bridge as an example, then:

· Configuring and reconfiguring the bridge may include setting its protocol parameters and setting the maximum number of participants in a conference.

· Provisioning could involve connecting the bridge to an OSS for accounting and billing.

· Activation means putting the bridge online so that it can start processing conferences.  

· Monitoring could include subscribing to congestion alarms, which are sent when the number of connections requested from the conference bridge outnumbers the bridge capacity.  

· Modification could include changing the maximum number of participants allowed in a conference.  

· Termination means taking the bridge offline so it won’t accept connection requests, but without necessarily switching it off or uninstalling it.


· Retiring the bridge would involve uninstalling the bridge altogether, including the hardware.
When a Resource successfully executes a 





· 
· 
· 




Retire operation, its information MAY be deleted from the SMAC. The information for a Resource SHALL NOT be removed from the SMAC while the Resource is in the Configured, Provisioned-Inactive, Provisioned-Active or Terminated state.  The information for a Resource SHALL not be removed from the SMAC while other Resources have dependencies on the Resource in question.  The next section discusses the management of dependencies in more detail.

5.2  Managing dependencies

It is usual for Resources to have dependencies on other Resources throughout the duration of its life cycle.  These dependencies can be of static or dynamic nature, and can take many forms.

For an example of a static dependency, consider the OMA Categorization Based Content Screening (CBCS) Enabler which is built from two types of Resources: a Content Categorization Component, and a Content Screening Component.  An instance of the CBCS Enabler typically involves one Content Screening Component which connects to one or more Content Categorization Components.  This dependency is usually created at deployment time.

For an example of dynamic dependency, consider a mash-up which is created in an ad-hoc fashion from operational Resources.
The dependency information for a given Resource SHOULD be stored in a metadata repository.  Note that such a metadata repository MAY be a different entity than the SMAC.  The specification of the interfaces to such metadata repositories falls outside the scope of the OSPE Enabler.

The information stored in the SMAC for a Resource SHALL NOT be removed while other Resources have dependencies on the Resource in question, even if the Resource has been Deactivated or Withdrawn.
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