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1. Scope
(Informative)

The scope of the OMA Service Provider Environment (OSPE) architecture document is to define the architecture for the OMA Service Provider Environment enabler.
This document provides the architecture and functional entities description for OMA Service Provider Environment. The relationship between each of the OSPE entities and the interfaces which are used for cooperation to fulfil the requirements from OSPE-RD are described. 

The OSPE focuses on Life Cycle Management and Service Level Tracing. This document will analyze the way to manage enablers through OSPE defined I0 interfaces..
2. References

2.1 Normative References

	[OSE-AD]
	“OMA Service Environment” Open Mobile Alliance, OMA-AD-Service-Environment-V1_0_3 ,
Editor’s note : the reference is prematurely updated; its accuracy needs to be verified at a later stage.
URL: http://www.openmobilealliance.org/

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	[OSPE-RD]
	“OMA Service Provider Environment Requirements”, Open Mobile Alliance,
 OMA-RD_OSPE-V1_0, URL:http://www.openmobilealliance.org/ 


2.2 Informative References

	
	

	
	

	[OMA-DICT]
	“OMA Dictionary”, <doc ref>,URL:http://www.openmobilealliance.org/


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

For the purposes of the present document, the terms and definitions given in [OMA-DICT] and the following apply:
	Component
	See [OMA-DICT]. See also the description in [OSE-AD].

	
	

	
	

	
	

	
	

	
	

	Service Package
	A Service Package consists of services grouped under one commercial package or bundle and that is offered to customers (e.g. end-users). [OSPE-RD]

	Service Level Tracing
	Service Level Tracing is the ability to capture and log all relevant information at each
 component within a service chain, associated with a specific service that is initiated either by an
 end user or a component. [OSPE-RD]

	Service Life Cycle
	The process a service goes through from idea, to creation, to introduction in the Service
 Provider environment, to retirement (when a service is removed from the Service Provider
 environment). [OSPE-RD]

	
	

	Tracing
	The mechanism to support tracing of components. This can be achieved by specifying standard component interfaces to handle aspects such as start tracing, stop tracing, and tracing result retrieval.

	Provisioning
	The mechanism to support life cycle of components. This can be achieved by specifying standard component interfaces to handle aspects such as installation, configuration, administration, versioning, etc.
Editor’s note: consider the term ‘configuring’ instead of ‘provisioning’. 

	Subscriber Group
	A group of subscribers that has one grouped subscription to a service or a service package of service provider.

	
	

	Catalogue
	A logical collection of information associated to services, components, and applications and interfaces deployed in the OSPE. [OSPE-RD]

	Service Model
	A model containing service packages, services, and component representations, as well as their relations and versions.


3.3 Abbreviations

For the purposes of the present document, the abbreviations given in [OMA-DICT] and the following apply:
	
	

	
	

	EE
	Execution Environment

	
	

	LCM
	Life Cycle Management

	
	

	
	

	
	

	OAM
	Operation and Maintenance

	
	

	OSPE
	OMA Service Provider Environment

	
	

	
	

	
	

	
	

	SLT
	Service Level Tracing

	SMAC
	Service Model & Catalogue

	
	

	
	

	
	


4. Introduction
(Informative)

This Architecture Document describes the features and architecture of the OSPE enabler. It gives a high level overview of how OSPE can be useful to other OMA enablers and non-OMA resources. The OSPE addresses the need for standards on deploying services and components, consistent semantics of shared data/schema representing components, and to localize faults associated with services that are offered by a Service Provider. 


· 
· 

OSPE will focus standardization efforts in the following areas:

· capabilities and interfaces to achieve Life Cycle Management (LCM), including plug & play, of components, applications and services,
· Service Level Tracing (SLT) capabilities including interfaces between components, and
· capabilities and interfaces to manage component representations, as well as their relations and versions.

To ensure the use of coherent terminology and consistent architectural mapping, other OMA working groups are encouraged to use the OSPE AD as a baseline when defining how their enablers interface with provisioning and tracing. The high level OSPE requirements are defined in the OSPE RD [OSPE RD]. However, the purpose of the OSPE RD and AD is not to mandate if and how other OMA enablers should support provisioning and tracing. It is the responsibility of each OMA working group to define their enabler or service specific provisioning and tracing requirements.
4.1 Planned Phases

All the OSPE requirements are planned to be fully met in this release. No future releases are currently planned
4.2 Security Considerations

<<Describe possible security considerations that may arise due to the architecture proposed. Particularly please consider the following issues:

Does the AD introduce any functionality that may require a review by the Security Group?

Does the AD define or make use of any security features? (e.g. Authentication, Encryption, etc). If so please list potential security threats that lead to the introduction of these security features.  Please reference the relevant security sections

Is any security functionality needed by the enabler and considered outside the scope of the AD? If this is the case please state in this section. 

DELETE THIS COMMENT >>

Editor’s Note: Text needs to be provided for this section
5. Architectural Model

OSPE focuses on Life Cycle Management (LCM), Service Level Tracing (SLT), and Service Model & Catalogue (SMAC). OSPE will comply with OSE principles described in [OSE-AD].

5.1 Dependencies

The OSPE Enabler enables provisioning and tracing of compliant components, as well as applying LCM and SLT at the application and OMA enabler level. 
According to OSPE requirement document [OSPE-RD], OSPE will focus on:
1) Life Cycle Management
2) 
OSPE will support automated deployment (including configuration, installation, activation, publishing) and removal/withdrawal of components, applications and services.

3) Service Level Tracing
4) 
Service Level Tracing is the ability to capture and log all relevant information at each component within a service chain, associated with a specific service that is initiated either by an end user or a component.
5) Service Model Management
The ability to manage information about components, as well as their relations and versions.
Because services are executed by one or several enablers, OSPE has to be able to interact with OMA enablers and some non-OMA resources to make the activities of Life Cycle Mangement (LCM) and Service Level Tracing (SLT) take effect. 
· 
· 
· 
· 




5.2 Architectural Diagram
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Figure 2. OSPE Enabler Architecture
Editor’s note1: Deciding which interface (or fragment thereof) is mandatory and which isn’t is FFS

Editor’s note2: The distinction between device and network component is FFS

Figure 2 illustrates the OSPE enabler architecture. The OSPE Server receives LCM and SLT requests from OSPE-1 and OSPE-2, maps the request into a sequence of actions that are specified by the SP and executes them by invoking functions in Provisioning Agent, Tracing Agent, Notification Agent (via OSPE-4, 5, and 6) and other resources. The OSPE Server uses service and component meta-data stored in Service Model & Catalogue (SMAC) through OSPE-3.
5.3 Description of Components and Interfaces

This section describes the components and interfaces identified in Figure 2. 

OSPE components include:
· OSPE Server
The OSPE Server uses component and service meta-data dealing with dependencies and configuration/provisioning information to execute LCM and SLT functions. Detailed functions include:
· Receiving request and mapping the request into a sequence of individual actions that have been specified by the SP.
· Issuing LCM commands (e.g., start/stop/pause) and/or data configuration request messages to Provisioning Agent to delegate execution.
· Issuing tracing commands (e.g., initiation/termination tracing, marking a service) to Tracing Agent for delegate execution and/or retrieving/receiving tracing information from Tracing Agents.
In addition, the OSPE Server may notify Notification Agents (e.g. representing back office systems).  Changes in OSPE-managed data may be made available through notifications to other resources in the SP environment, who are responsible for managing and/or storing such other data (e.g. to perform changes to their data, when they are notified). For example, when withdrawing a service, OSPE will send out a notification to related enablers or backend systems, announcing the change of service data (service life cycle status), so that the notified enablers or backend systems can take actions for ensuring the post-condition of withdrawing the service is satisfied (e.g., all subscription to this service is cancelled).
· OSPE Agents
OSPE Agents (including Provisioning Agent, Tracing Agent, and Notification Agent) are components that receive (e.g. tracing, provisioning, or notifications) messages and either execute them or delegate execution.  Enabler or other resource implementations can be provisioned and/or traced by OSPE by implementing the provisioning and/or tracing agents.
· Service Model & Catalogue (SMAC)
SMAC is a component that manages the service model and catalogue data. OSPE SMAC manages and possibly stores at least the following data: service data, service package data, data about the provider of the service of component, component data, dependencies and versions.

The following is a list of OSPE interfaces:

· OSPE-1: interface that exposes OSPE’s LCM functions.

· OSPE-2: interface that exposes OSPE’s SLT functions.
Editor’s note: Some overlap in procedures between OSPE-1 and OSPE-2 is expected.  This could be documented as a common part in the AD and TS.

· OSPE-3: interface that provides access to information associated to service packages, services, and component representations, their relations and versions, as well as, update of such data and registration of new data. Note that OSPE Server may also use OSPE-3 to get/set meta-data.
· OSPE-4: interface for the OSPE server to issue a LCM command and/or data configuration request message to Provisioning Agent.
· OSPE-5: interface for the OSPE server to issue a SLT command and/or retrieving/receiving tracing data from Tracing Agent.
· OSPE-6: interface for the OSPE server to issue a notification to Notification Agent.
5.3.1 Components

Editor’s Note: the question whether these are components or functions is not resolved
5.3.1.1 PROM (Process Manager)
Editor’s Note: A workflow engine is considered a suitable implementation option to satisfy OSPE requirements such as verifying the many (!) pre- post conditions (e.g. interaction with the Service Subscription component).  It is FFS if such a workflow engine is positioned in the OSPE server or if it is invoking OSPE enabler through OSPE-1, 2 and 3

Editor’s Note: This section 5.3.1.1 should be the detailed text specifying the OSPE Server component. Contributions are invited to make this section and the other sections consistent with the sections 5, 5.2 and 5.3 to 5.3.1.
The PROM  provides basic mechanism for service providers to create, design, execute and manage the service/component LCM and SLT process according to SP’s own requirements.

PROM should provide mechanisms for service providers to define and manage LCM and SLT process. When receiving a request from OSPE requestor, PROM decomposes the request into several sequential actions (include provisioning actions, tracing actions, and notification actions) based on pre-defined process and the dependency defined in service/component data. Provisioning actions and tracing actions are sent to PM and TM respectively to be executed. The notification action is executed by PROM sending notification messages to target resource directly so that the target resource acts accordingly. Note that the process may include steps of interactions between OSPE and requestor. This function is supported by OSPE-1 interfaces. 
PROM supports the following two functions: service management and component management.

5.3.1.1.1 Service Management

PROM should enable service providers to define and manage the processes for service LCM, which include deploying, activating/deactivating, modifying, upgrading or withdrawing services. PROM should also be able to process the service LCM requests by decomposing the incoming requests into sequential actions for execution. PROM should ensure all the pre-conditions and post-conditions to be fulfilled before/after these activities are executed. The data dependency of service and component also need to be maintained. Moreover, management of different versions of service should be supported by PROM.
In order to support the functions mentioned above, PROM shall support registration and management of service related data, including service information, service template, service subscription template, provisioning template, service dependency, service-component dependency, etc. 

PROM should support definition and management of processes for SLT. PROM should also be able to decomposing the SLT requests into several sequential provisioning, tracing and notification actions and execute them.  

5.3.1.1.2 Component Management

According to OSPE requirement document [OSPE-RD], component is a replaceable/reusable unit in a service provider system that is responsible for a particular set of functionalities and associated information. A component forms part or all of an enabler. 

PROM should support management of the life cycle of components by defining processes for component LCM. It should enable service providers or operators to deploy, activate/deactivate, modify, upgrade or withdraw components.  PROM should ensure all the pre-conditions and post-conditions to be fulfilled before/after these activities are executed. OSPE should also maintain the dependency between enabler and its components. Moreover, management of different versions of component should be supported by PROM.

In order to support above functions, PROM shall support registration and management of component related data, including component information (e.g., version, LCM status), registered interfaces, component provisioning template, component dependency, etc. 
5.3.1.2 PM (Provisioning Manager)
PM is responsible for sending LCM configuration (e.g. activation/inactivation) and data configuration (e.g., initiate/update some service information data) messages to target resources.

PM receives specific provisioning request from PROM, then generates the appropriate provisioning message for the target resource. PM is responsible for:

· Generating and sending messages that change the LCM status of service and component, e.g. start/stop/restart of a specific application of a service, resetting/update of a specific component, etc.

· Generating and sending messages that insert or modify data in target resources.

In order to support functions mentioned above, PM shall maintain the provisioning methods of different target resources (e.g., resource ID, URL, IP address, port, interfaces bindings).

5.3.1.3 TM (Tracing Manager)
TM is responsible for invoking tracing activities (e.g. online tracing initiation and offline logs retrieval) on a particular resource.

TM receives tracing requests from PROM, then generate appropriate tracing commands for the target resource. TM should be responsible for: 

· Generating and sending tracing initiation/information messages to start the tracing function in target resources.
· Instructing target resources to mark a component for tracing a service..
· Retrieving or receiving tracing data.
· Correlating tracing data and report it to PROM.
In order to support functions mentioned above, TM shall maintain the tracing and data retrieving methods of different target resources (e.g., resource ID, URL, IP address, port, interfaces bindings).
5.3.1.4 OA (OSPE Agent)
OA receives various OSPE messages from OSPE-3, OSPE-4, or OSPE-5 interfaces, and cooperates with target resources to perform the OSPE actions. The following is a list of responsibilities for OA:

· Interacting with target resources for actions based on notification received;

· LCM configuration and data configuration actions for target resources;

· Tracing-related actions and reporting tracing data for target resources.

An application implementing an OSPE Agent may implement various subsets of those features, as required, subject to above-mentioned requirements.

OSPE Agent can be implemented in the server entities of a target resource, or stand along and interact with target resources by proprietary interfaces. Some details of these two implementation types could be found in the informative Appendix C
5.3.2 Interfaces

5.3.2.1 OSPE-1 (OSPE requests interface)
OSPE-1 is the interface for interaction between OSPE requestor and PROM. Requests of service LCM, component LCM, and service level tracing are supported by this interface. PROM receives the request from OSPE requestor and returns corresponding results to the requestor through OSPE-1 interface.

The OSPE-1 interfaces shall support following functions:

· Services LCM requests (e.g., install, activating/deactivating, modifying, upgrading, packaging, or withdrawing a service).

· Components LCM requests, (e.g., activating/deactivating, modifying, upgrading, or withdrawing a component).

· Service/component data configuration, synchronization, and/or notification requests.

· Service/component data retrieving requests.

· Service tracing requests.

· Services tracing data retrieving requests and reporting.

In addition, this interface may support access authorization.
5.3.2.2 OSPE-3 (OSPE notification interface)

Editor’s note: subscription step is for further study

Editor’s note: it is recommended to use this text elsewhere “When a service/component management request is received from OSPE-1/2 (such as service activation/inactivation), the request is decomposed into several steps, in which there may include action of notifying target resources about some information (notification). The notification action is applied to target resources via OSPE-3 so that the target resources act accordingly.”
OSPE-3 is the interface used by OSPE to issue a notification request to target resources. For example, when stopping a running component X, OSPE issues a notification to enablers or components related to component X via OSPE-3, notifying the status changing of the component. OSPE-3 interface is the I1 interface that is specified by OSPE and should be supported by enablers in OSE.

The OSPE-3 interfaces shall support the following functions:

· Notify target resources about status and/or configuration change of any components.

· Notify associated resources about status and/or configuration change of any services.

5.3.2.3 OSPE-4 (OSPE provisioning interface)

Editor’s note: it is recommended to use this text elsewhere “Provisioning agent resides in target resources and applies provisioning execution action. When a service/component management request is received from OSPE-1/2 (such as service activation/inactivation), the request is decomposed into several steps, in which there may include actions about configuring some data to target resources. The configuration command and data is sent to provisioning agent implementation resides in target resource via OSPE-4. The provisioning agent performs the action and returns a result to the Provisioning Manager implementation.”
OSPE-4 is the interface used by OSPE to issue a configuration request to PA. 

OSPE-4 interfaces may support the following functions:

· Sending  LCM configuration messages to target resources.
· Sending  data configuration messages to traget resources.

5.3.2.4  OSPE-5 (OSPE tracing interface)

Editor’s note: it is recommended to use this text elsewhere “Monitoring Agent implementation (resides in targeted resource) receives the query and returns the required data to the Monitoring Manager. The monitoring result may be reported automatically or periodically after a query is issued via OSPE-5.”
OSPE-5 is the interface for sending tracing commands to and retrieving/receiving tracing data from targeted resources.

The OSPE-5 interfaces shall support the following functions:

· Sending tracing initiation/termination messages to target resources.

· Sending marking commands to target resources.

· Retrieving or receiving tracing data from target resources.

5.3.2.5 OSPE-I-1 (OSPE inter-server provisioning interface)
Editor’s note: it is recommended to use this text elsewhere “. The Processing Management is responsible for life cycle management of components, applications and services. When processing management of service such as activation/inactivation, the decomposed provision action is forwarded to the Provisioning Manager through OSPE-I-1. The Provisioning implementation performs the action and returns a result to the Processing Management. The OSPE-I-1 interface is designed for internal provisioning interaction in OSPE.”

Editor’s note: OSPE-I-1 and OSPE-4 need to have distinctive descriptions
OSPE-I-1 is the interface for PROM to send provisioning indications to PM. 

The OSPE-I-1 interfaces shall support the following functions:

· Indicating PM to generate and send components, applications and services LCM configuration message to target resources.
· Indicating PM to generate and send components, applications and services data configuration message to target resources.
5.3.2.6 OSPE-I-2 (OSPE inter-server monitoring interface)
OSPE-I-2 is the interface  for PROM to send tracing indications to TM and gather tracing data from TM. 

The OSPE-I-2 interfaces shall support the following functions:

· Indicating TM to generate and send tracing initiating/terminating messages to target resources.

· Indicating TM to generate and send tracing related information to target resources.

· Indicating TM to generate and send marking messages to target resources.

· Indicating TM to retrieve tracing data from target resources.

· Getting tracing data from TM.

5.4 Flows
(Informative)
Editor’s note: need to indicate synchronous behaviour of the operations below (e.g. atomic, best efoort, ..)
Contributions are invited.
5.4.1 Life cycle management

This flow describes the interaction between OSPE entities to life Cycle Management. It consists of :

· Component Life Cycle Management

· Service Life Cycle Management

5.4.1.1 Component Life Cycle Management
5.4.1.1.1 Deploy a new component
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 Figure 3. OSPE Deployment of a new component
Editor’s note: Text and Figure needs to be updated 

When a new component is to be deployed in the service provider environment, the OSPE requestor will initiate a component deployment request with necessary information provided. Process Manager will create the process for this request. Administrators will be involved if approval needed. 
After physical installation, Process Manager will configure and register the component. All the information related to the component should be registered, such as software version, functions and capabilities, configuration template, provisioning interfaces, tracing interfaces into OSPE server. Besides these, a new component should declare the dependencies within the Service Provider environment. Service Provider will register the dependency between the new component and other components, e.g. POC enabler will use presence capability. 
Then, Process Manger will trigger the first configuration of this component. The appropriate configuration message is formed by Provisioning Manager according to the registered template and interface protocol. With the help of Provisioning Agent, OSPE will realize the component configuration. 

After the configuration is finished, Service provider may choose to test the functions or performance of the component. The component will be required for modification if it doesn’t pass the test. 

If the component gets through the test, Process Manager will activate the component on the schedule required by the service provider. Finally, Process Manager may notify the related enablers/components/back-end systems according to the demands of other systems. 

5.4.1.1.2 Modify a component
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 Figure 4. OSPE Modification of a deployed component
Editor’s note: Text and Figure needs to be updated  

After a component is deployed into service provider environment, modifications (such as reconfiguration, deactivation, reactivation, upgrade, downgrade, etc) may be required by Service Provider. OSPE requestor sends the modification request to Process Manager. Process Manager will create the process for this request. Administrators will be involved if approval needed. Also Process Manager should assure the pre-conditions fulfilled before taking actions. Then Process Manager will send the modification request to Provisioning Manager. Provisioning Manager will distinguish the modification type and compose the appropriate message (such as reconfiguration, deactivation, reactivation, upgrade, downgrade, etc) according to the registered template and interface protocol. Finally OSPE will finish the component modification with the help of Provisioning Agent. Note several actions may be involved in one modification request. For example, the modification request   may include deactivation, reconfiguration and reactivation. After the modification finished, Process Manager will notify the related enablers/components/back-end systems about the change according to the dependency with or requirement from other systems. 

5.4.1.1.3 Remove a component
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 Figure 5. OSPE Removal of a deployed component
Editor’s note: Text and Figure needs to be updated 

Service provider may remove the deployed component according to his business plan or other reasons. OSPE requestor sends the component removal request to Process Manager. Process Manager will create the process for this request. Administrators will be involved if approval needed. Also Process Manager should assure the pre-conditions fulfilled before taking actions. Then Process Manager will send the removal request to Provisioning Manager. After composing the removal message, Provisioning Manager will send it to the appropriate component. After receiving the confirmation from Provisioning Agent, Process Manager will notify the related enablers/components/back-end systems about the component removal according to the dependency with or requirement from other systems. If no objection is received, OSPE will remove the component data from OSPE repository.  

5.4.1.2 Service Life Cycle Management
5.4.1.2.1 Deploy a new service
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 Figure 6. OSPE Deployment of a new service
Editor’s note: Text and Figure needs to be updated 

When a new service is to be deployed in the service provider environment, the OSPE requestor will initiate a service deployment request with necessary information provided. Process Manager will create the process for this request. Administrators will be involved if approval needed. 
After physical installation, Process Manager will configure and register the service. All the information related to the service should be registered, such as software version, functions and capabilities, configuration template, the service usage interface (e.g. a URL to call the service), the service subscription provisioning interface (to properly provision user information when subscribing to the service), accounting interfaces (needed if the service is to generate accounting information on demand from the service provider). Besides these, a new service should declare the dependencies within the Service Provider environment. Service Provider will register the dependency between the new service and other components or services, such as location capabilities, messaging, charging. The service will demand the SLA of the used components. 

Then, Process Manger will trigger the first configuration of this service. Firstly, based on the service dependency, Process Manager will decompose the service configuration into several configuration commands, which shall be sent to each related component separately. Then Provisioning Manager will construct and send the appropriate configuration message to each related component. The configuration request is used to declare the SLA of the service or to configure some parameters of the service in the related component. Note several components may be involved in the service configuration. So the steps “2, 3, 4 and 5” may be repeated. With the help of Provisioning Agent, OSPE will realize the service configuration. 

After the configuration is finished, Service provider may publish the service to the appropriate system (e.g. user portal system) by notification mechanism. Then Service provider may choose to test the functions or performance of the service. The service will be required for modification if it doesn’t pass the test. 

While the service gets through the test, Process Manager will activate the service on the schedule required by the service provider. Also “8, 9, 10 and 11” may be repeated because of several involved components. Additionally Process Manager may notify the related enablers/components/back-end systems according to the demands of other systems. 
5.4.1.2.2 Modify a service
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Figure 7. OSPE Modification of a deployed service
Editor’s note: Text and Figure needs to be updated  

After a service is deployed into the service provider environment, modifications (such as reconfiguration, deactivation, reactivation, upgrade, downgrade, etc) may be required by Service Provider. OSPE requestor sends the modification request to Process Manager. Process Manager will create the process for this request. Administrators will be involved if approval needed. Also Process Manager should assure the pre-conditions fulfilled before taking actions. Then Process Manager will find which components should be involved and send the modification requests to Provisioning Manager. Provisioning Manager will distinguish the modification type and compose the suitable message (such as reconfiguration, deactivation, reactivation, upgrade, downgrade, etc) according to the registered template and interface protocol of each component. The steps “2, 3, 4 and 5” will be repeated if several components are involved. Finally OSPE will finish the service modification with the help of Provisioning Agent. Note several actions may be involved in one modification request. For example, the modification request “reconfiguration” may include deactivation, reconfiguration and reactivation. After the modification finished, Process Manager will notify the related enablers/components/back-end systems about the change according to the dependency with or requirement from other systems. 

5.4.1.2.3 Remove a service
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Figure 8.  OSPE Removal of a deployed component
Editor’s note: Text and Figure needs to be updated 

Service provider may remove the deployed service according to his business plan or other reasons. OSPE requestor sends the service removal request to Process Manager. Process Manager will create the process for this request. Administrators will be involved if approval needed. Also Process Manager should assure the pre-conditions fulfilled before taking actions.  Process Manager will find which components should be involved in this service removal and send the service removal requests to Provisioning Manager. After composing the service removal message, Provisioning Manager will send it to the appropriate component. Note the steps “2, 3, 4 and 5” may be repeated in the case several components are involved. Provisioning Agent will remove the service related data from the component. After receiving all the confirmations from Provisioning Agent, Process Manager will notify the related enablers/components/back-end systems about the service removal according to the dependency with or requirement from other systems. If no objection is received, OSPE will remove the service data from OSPE repository.
5.4.2 Service level tracing

This flow describes the interaction between tracing management entities and terminal to finish a service level tracing.

5.4.2.1 Turn on service level tracing function
The following diagram shows how service provider turns on ‘tracing’.
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Figure 9. Turn on Service Level Tracing
Editor’s note: Text and Figure needs to be updated 

When a service provider decides to turn on SLT for a service, the operator will send a tracing turn on request to the Process Manager. The Process Manager may then check the service catalogue to see which components are related with this service.  After that, the Process Manager asks Tracing Manager to send tracing turn on request to these components which are identified by Process Manager. The Tracing Manager sends this message separately to each Component/Tracing Agent. Then theComponent/Tracing Agent will activate its tracing function and start to check each service request to see if it needs to start the tracing. If the tracing has been successfully activated, the confirm message is sent back to the Tracing Manager.
5.4.2.2 Starting tracing from terminal
The following diagram shows how the SLT is running between terminal and OSPE components. 
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Figure 10. Starting tracing from terminal
Editor’s note: Text and Figure needs to be updated 

Before starting a tracing session, the service provider should make sure that the tracing functions of related components are turned on.

When the service provider decides to start a SLT for a service, the Process Manager will firstly mark the user’s terminal. Then, when the user starts the service from the terminal, a trace token will be added to the message sent from the terminal to the next component.  The component receives the message and checks the token to see if it is needs to start tracing. If the message received has been marked with the token, the component starts tracing and recording the service execution. During the tracing, the log data shall be collected. During the service execution, the related outgoing messages shall be marked by the token and thus will the token be forwarded to other components. The following component will check the token and start tracing if needed. Tracing information will be transferred to the Tracing Manager. After receiving tracing information from Component/Tracing Agent, the Tracing Manager may correlate the log data. The log data will be finally transported to the Process Manager through interface OSPE-I-2 and to the requestor through the interface OSPE-1.

5.4.2.3 Starting tracing by the help of tracing component
The following diagram shows with the help of tracing component, the SLT can be started without the limitation of terminal’s SLT function.
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Figure 11. Starting tracing by help of tracing component

Editor’s note: Text and Figure needs to be updated 

Before starting a tracing session, the service provider should make sure that the tracing functions of related components are turned on.

For the terminal which doesn’t support SLT function, the Process Managemer will check which component will firstly receive a message from the terminal for the given service. Then, the Process Manager issues a message to the Tracing Manager to mark that component. The Tracing Manager will send the marking request to Component/Tracing Agent.  The user starts the service at the terminal. When the first component has received a message from the terminal, a trace token will be added to all outgoing messages related to that service sequence from that component. The component starts tracing; the logs data will be collected. .The following components will check the token and start tracing if needed. All of the log data will finally be transported to Process Manager through interface OSPE-I-2 and to the requestor through the OSPE-1 interface.
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Appendix B. OSPE Related Data Model
(Informative)
OSPE manages service data, service package data, service provider data, and component data. OSPE may also affects other related data types by configuring or notifying related resources about the change of OSPE managed data (e.g., service data, service package data).

In implementation aspect, it should be found out which data types are related to OSPE managed data, and based on that which resources (enablers, backend systems) should be configured or notified of the change of OSPE managed data. A good way to do so is to analyze the OSPE related data model, which defines the data types related to OSPE and the relationships between data types.
One example of the OSPE related data model is depicted in Figure 12. In this case, there are 7 data types that may be related to OSPE: subscriber data, subscriber group data, service data, service package data, subscription data, partner SP data, and component data. Relationship between different data types is shown as Figure 12.
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Figure 12 .OSPE data model

The relationships between data managed and/or stored by OSPE are the following:

· Relationship between service data and service package data:
· A service package consists of at least one service;
· A service may belongs to 0 or any numbers of service packages;
· Relationship between service/service package data and SP data:
· A service/service package is provided by one partner SP;

· An SP has 0 or any numbers of service/service package;
· Relationship between service data and component data:
· A service should use at least one component in owner SP environment;
· A component bears any numbers of services.

The other relationships in the  Figure 12 include: subscription data is related with service data, service package data, subscriber data and subscriber group data. However they are out-of-scope for OSPE and therefore will not be described here in detail.
As a result of the relationship analysis of this example of OSPE data model, it is shown that the subscription data though not managed and/or stored by OSPE, should be affected by OSPE by notifying other systems when OSPE execute some operations that changes service data and service package data (which are managed and/or stored by OSPE). Subscriber data and subscriber group data are not stored in or managed by OSPE, nor are they affected by OSPE.

Appendix C. OA Implementation Aspects
(Informative)
This Appendix describes the implementation issue of OSPE Agent. As described in Section 5.3, OA cooperates with target resources to perform the OSPE actions. Therefore, how it is implemented with target resources is to be considered. 

Actually OA can be implemented with target resources in different ways. One example is that OA is implemented in the server entities of a target resource, as shown in Figure13. In this way, the server entity of a target resource performs OSPE notification actions, provisioning actions, and tracing actions, and supports corresponding OSPE-3, OSPE-4 and OSPE-5 interfaces.
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Figure 13. OSPE Agent implemented within the server entity of target resources
An other example is that OA stands along and interacts with target resources by proprietary interfaces, which is shown in Figure14. In this way, OA is an entity that receives messages from OSPE-3, OSPE-4, and OSPE-5, and performs corresponding functions by calling target resource management interfaces. 

(Note that target resource management interfaces are interfaces exposed by the target resource. They may include I2 proprietary interfaces and/or I0 management interfaces. The latter is in case that the target resource is an OMA enabler that specifies management interfaces.) 
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Figure 14.  OSPE Agent stands along





















































































































( 2006 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-ArchDoc-20050121-I]
( 2006 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-ArchDoc-20050121-I]

_1199622263.doc






OSPE Requester











Process



Manager











Provisioning Manager











Provisioning agent















Enablers



Components



Back-end systems







Enablers



Components



Back-end systems







Enablers/



Components/



Back-end systems







1.Component deployment  request







2.Configuration request







3.Configuration request







4.confirm







5.Confirm







6.Activation request







7.Activation request







8.Confirm







9.Confirm







10. Notification







11. Confirm







Confirm












_1200870635.doc




Other OMA



Enabler







OMA



OSPE







Non-OMA



Resource







Other Non OMA resources 







 OSPE enabler (except OSPE)enabler requestor







All other OMA enablers







Legend:












_1203254775.ppt






OSPE-1

OSPE-6

OSPE-4

OSPE-3

OSPE-2







OSPE Server

Provisioning

Agent

OSPE-5

OSPE enabler



Service

Model &

Catalogue

(SMAC)

OSPE-3

Tracing

Agent

Notification

Agent








_1200878412.doc






OSPE-5







OSPE-4







OSPE-3











OSPE Requestor







Target resource











Target resource management interfaces















Tracing Manager











Provisioning Manager







OSPE Agent







Process Manager












































_1199819390.doc






OSPE Requester











Process



Manager











Provisioning Manager











Provisioning agent











Provisioning agent











Provisioning agent







Enablers



Components



Back-end systems







Enablers



Components



Back-end systems







Enablers/



Components/



Back-end systems







1.Service deployment  request







2.Configuration request







3.Configuration request







4.Confirm







5.Confirm







8.Activation request







9.Activation request







10.Confirm







11.Confirm







12. Notification







13. Confirm







14.Confirm







7. Confirm







6. Notification












_1199779404.doc






OSPE-5







OSPE-4







OSPE-3











OSPE Requestor















�Target resource server entity























Tracing Manager











Provisioning Manager







OSPE Agent







Process Manager












































_1199540577.doc






OSPE Requester











Process



Manager











Provisioning Manager











Provisioning agent















Enablers



Components



Back-end systems







Enablers



Components



Back-end systems







Enablers/



Components/



Back-end systems







1 Component removal  request







2.Component 



removal request







3.Removal request







4.Confirm







5.Confirm























6. Notification







7. Confirm







8.Confirm












_1199540625.doc






OSPE Requester











Process



Manager











Provisioning Manager











Provisioning agent















Enablers



Components



Back-end systems







Enablers



Components



Back-end systems







Enablers/



Components/



Back-end systems







1.Service modification  request







2.Modification request







3.Modification request







4.Confirm







5.Confirm



















Provisioning agent











Provisioning agent







6. Notification







7. Confirm







8.Confirm












_1199540671.doc






OSPE Requester











Process



Manager











Provisioning Manager











Provisioning agent















Enablers



Components



Back-end systems







Enablers



Components



Back-end systems







Enablers/



Components/



Back-end systems







1 Service removal  request







2. Service 



removal request







3.Service Removal request







4.Confirm







5.Confirm



















Provisioning agent











Provisioning agent







6. Notification







7. Confirm







8.Confirm












_1196194106.vsd
�

�

�

Component/Tracing Agent�

Process Manager�

Tracing Manager�

�

Terminal�

1. Mark the device�

2. Start a service request�

3. Report tracing logs�

4. Report 
tracing logs�


_1199540566.doc






OSPE Requester











Process



Manager











Provisioning Manager











Provisioning agent















Enablers



Components



Back-end systems







Enablers



Components



Back-end systems







Enablers/



Components/



Back-end systems







1.Component modification  request







2.Component 



modification request







3.Modification request







4.Confirm







5.Confirm























6. Notification







7. Confirm







8.Confirm












_1196194142.vsd
�

�

�

Component/Tracing Agent�

Tracing Manager�

Terminal�

Process Manager�

�

�

3. Start a service request without tracing token�

4. Report tracing logs�

1. Ask Component A to mark service request from the terminal �

2. Component A to mark service request from the terminal�


_1196194059.vsd
�

�

�

Component/Tracing Agent�

Tracing Manager�

Process Manager �

1. Turn on 
��tracing���

2. Turn on 
��tracing�� 
on some components.�

Service Requester�

3. Turn on 
��tracing���

4. Confirm�

5. Confirm�

6. Confirm�


