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1 Reason for Change

In Bangkok, ARC discussed the correct behaviour in the case that there are multiple simultaneous connections to a single channel URL. It was suggested that in some situations multiple simultaneous Long Polling connections would make sense. However the current TS is ambiguous as to how the server should behave in this case.

This CR clarifies this position by explicitly stating how the Notification Server should behave in this case.

It also discourages clients from making use of this. It explains the issue clients might be trying to avoid by using this (“blind interval”), and how in fact this technique does not solve it. 

This change is limited to the Section 5 section discussing Long Polling.

If these changes are not accepted, the notification channel spec will remain ambiguous as to how multiple Long Polling connections to a single channel URL should be handled.
R01 contains changes done online in Las Vegas
2 Impact on Backward Compatibility

None. The behaviour was previously unspecified.
3 Impact on Other Specifications

None.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The ARC group is recommended to accept the proposed changes to the NMS TS.
6 Detailed Change Proposal

Change 1:  (optional)Brief description of specific change

5. Notification Channel API definition

This section is organized to support a comprehensive understanding of the Notification Channel API design. It specifies the definition of all resources, definition of all data structures, and definitions of all operations permitted on the specified resources.
This specification introduces methods for a client (e.g. a browser or a native application) to receive asynchronous notifications from a Notification Server about the events the client has subscribed to with one or more Enabler servers. The notification delivery methods specified in this document fall into two groups: Pull and Push methods. For Pull, the notification delivery method specified is based on HTTP requests and often referred as “HTTP Long Polling” [RFC6202]. For Push, two notification delivery methods are defined: WebSockets [RFC6455] and OMA Push [PUSH_ARCH]. For OMA Push delivery, this specification assumes the Notification Server, as a Push Initiator, knows how to interact with PPG using Push Access Protocol (PAP) [OMA PUSH] and as such not in the scope of this document.

For all notification delivery methods, as notifications are conveyed through a Notification Channel, the channel must be created first before any further interaction can be invoked, such as a Long Polling request invoked by the client, or an asynchronous event-push initiated by the channel onto PPG for OMA Push.
A single Notification Channel may handle notifications from several Enabler servers. Note that the client subscriptions to notifications are specific for each Enabler server and they are not in the scope of this specification.
The following applies selectively to the different types of notification channels.

1) Long Polling:
In response to a channel creation request containing channelType = LongPolling, the Notification Server will provide two URLs: callback URL and channel URL. The client uses callback URL as the notification endpoint when subscribing to notifications from the Enabler server(s). Thus, each Enabler server will send subsequent notifications using this callback URL referring to the Notification Server. The channel URL is used to retrieve notifications from the Notification Server using the HTTP Long Polling mechanism. When the Notification Server receives a notification from an Enabler server, it possibly groups multiple notifications prior to delivery, and conveys the notification(s) to the client with the response to the pending HTTP Long Polling request. 

 A Notification Channel has certain time-to-live and therefore in order to continue using it, the channel has to be maintained (”refreshed”) by the client. For the Long Polling delivery method, the channel is refreshed implicitly: With each Long Polling request, the Notification Server will reset the channel life time to its original value.

Clients SHOULD NOT establish more than one simultaneous connection to the channel URL. If there are multiple open Long Polling requests to a channel URL, the Notification Server MUST pass each notification to exactly one of the open requests.

There is an interval called the “blind interval”, between the client receiving a notification and that client re-establishing the Long Polling request. During this interval the server cannot immediately notify the client. This is inherent to the Long Polling delivery method. A client cannot avoid this by establishing multiple simultaneous connections, because if several notifications arrive in quick succession the client may still be left with no open connection. I.e., the client can merely decrease the probability of the blind interval occurring.
Clients SHOULD issue a new Long Polling request as quickly as possible after receiving a notification.
Servers MUST queue notifications received during the blind interval and send them once the next Long Polling request is issued.
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