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1. Scope

This is a white paper developed as part of the OMA Service Enabler Virtualization (Seville) work ítem, providing a non-normative set of objectives, considerations, and guidelines addressing the subject of service enabler virtualization as enabled by Network Function Virtualization (NFV) / Software-Defined Networking (SDN) technologies.
As part of this, supplemental documents (e.g. example VNF descriptors for OMA enablers) may be developed as well.
Aspects of a NFV/SDN platfom through which virtualized service enablers can be deployed are not addressed here, except where those aspects support specific service enabler virtualization capabilities and influence the design of virtualized service enablers and services.
2. References

	[ETSI GS NFV-SWA]
	“Network Functions Virtualization (NFV); Virtual Network Functions Architecture; ETSI GS NFV-SWA 001 v1.1.1 (2014-12)

URL:

	[ETSI GS NFV-MAN]
	“Network Functions Virtualization (NFV); Management and Orchestration; ETSI GS NFV-MAN 001 v1.1.1 (2014-12)
 URL:

	[OPNFV]
	“OPNFV Arno Release”

URL: https://opnfv.org


3. Terminology and Conventions

3.1 Conventions

This is an informative document, which is not intended to provide testable requirements to implementations.

3.2 Definitions

For the purpose of this WP, all definitions from the OMA Dictionary [OMADICT) generally apply.  In addition, the following definitions are applicable to the subject matter in this document.
	Network Service Descriptor (NSD)
	A deployment template for a Network Service referencing all other descriptors which describe components that are part of that Network Service

	NFV Infrastructure (NFVI)
	The standardized physical hardware and interfaces used for instantiation of VNFs

	NFV Orchestrator (NFVO)
	Describes the orchestration function used to manipulate VNFs for the realization and use of a specific NFV/s

	OMA-VNF
	An implementation or deployment of an OMA service enabler as a VNF.

	Physical Network Function (PNF)
	Describes the connectivity, Interface and KPIs requirements of virtual Links to an attached Physical Network Function. This is needed if a physical device is incorporated in a Network Service to facilitate network evolution.

	Virtual Infrastructure Management  (VIM)
	Systems that act as orchestrators / controllers for NFVI support of VNFs and services.

	Virtual Link (VL)
	A deployment template which describes the resource requirements that are needed for a link between VNFs, PNFs and endpoints of the Network Service, which could be met by various link options that are available in the NFVI. The NFVO can select an option following consultation of the VNFFG to determine the appropriate NFVI to be used based on functional (e.g., dual separate paths for resilience) and other needs (e.g., geography and regulatory requirements).

	VNF Component (VNFC)
	Describes Virtual Network Function Component. Software components (1 or more) that make up a VNF

	VNF Descriptor (VNFD)
	A deployment template which describes a Virtual Network Function in terms of its deployment and operational behaviour requirements. It is primarily used by the VNFM (VNF Manager) in the process of VNF instantiation and lifecycle management of a VNF instance. The information provided in the VNFD is also used by the NFVO (NFV Orchestrator) to manage and orchestrate Network Services and virtualised resources on the NFVI (NFV Infrastructure). The VNFD also contains connectivity, interface and KPIs requirements that can be used by NFV-MANO [ETSI GS NFV-MAN] functional blocks to establish appropriate Virtual Links within the NFVI between its VNFC instances, or between a VNF instance and the endpoint interface to the other Network Functions.

	VNF Forwarding Graph  (VNFFG)
	A deployment template which describes a topology of the Network Service or a portion of the Network Service, by referencing VNFs and PNFs and Virtual Links that connect them.


3.3 Abbreviations

	Seville
	Service Enabler Virtualization work item

	OMA
	Open Mobile Alliance

	OPNFV
	Open Platform for NFV

	OSI
	Open Systems Interconnection

	NF
	Network Function

	NFV
	Network Function Virtualization

	NFVO
	NFV Orchestration

	SDO
	Standards-Defining Organizations

	SSO
	Standards-Setting Organizations

	VNF
	Virtualized Network Function


4. Introduction

The Seville work item was initiated to help establish some awareness and guidelines for the subject of OMA service enabler virtualization within an NFV/SDN environment. These guidelines are further intended to:

· Aid development and deployment of OMA service enabler implementations as Virtualized Network Functions (VNFs), for brevity referred to in this document as “OMA-VNFs”
· Help reduce the potential variations in approaches to development/deployment of OMA-VNFs which could result in OMA-VNF market fragmentation, and thus inhibit successful evolution of current OMA sevice enabler  deployments into OMA-VNF based deployments
· Establish concrete examples for virtualization of network functions at the service enabler layer, i.e. at OSI model layers 4-7, above the typical focus of SDN on the lower layers of the OSI model (layers 2-3 specifically), as these examples may be more broadly useful to other SDOs/SSOs as they refine the underlying technical concepts and standards-based frameworks, and to open source projects e.g. the Open Platform for NFV [OPNFV] as they develop NFV Infrastructure (NFVI) reference platforms
The development and deployment of NFV/SDN platforms is rapidly accelerating. Network service providers (for brevity, referred to as “Operators” in this paper) are looking to take advantage of the potential of NFV/SDN as soon as possible, even as standards for NFV/SDN are still being written (e.g. in ETSI, OASIS, TM Forum, IETF). It can be expected that initial OMA-VNFs based upon widely deployed and stable enablers such as Multimedia Messaging Service (MMS) will be serving users in the very near future, well before standards are complete. As this paper will describe, “pre-standard” deployment of OMA-VNFs can take advantage of various simplified approaches to packaging and deployment, while deferring the architectural/deployment optimizations that may be obtained in time, e.g. as enablers are “re-factored/re-architected” for functional reuse and deployment more targeted to the elasticity of the cloud computing environments that support NFV.
However in these early days of OMA-VNF deployment, OMA can still provide useful guidance to developers and deployers of pre-standard OMA-VNFs, promoting consistency in as many areas as reasonably possible given the immature state of standards. This consistency and the related avoidance of market fragmentation will be important as Operators increasingly push vendors to provide pre-standard OMA-VNFs for deployment. The baseline of considerations and guidelines presented here can further help initiate future OMA work items and other SDOs/SSOs work that provide a solid core of interoperability for OMA-VNF packaging and deployment, and lead to the perhaps more complex work of re-factoring / re-architecting OMA enablers for more optimized deployment as OMA-VNFs.
As NFV/SDN is a deployment-paradigm shift being addressed in many places in standardization efforts and the market, these guidelines can further help initiate cross-SDO/SSO collaboration and engagement with open source communities such as OPNFV. Such collaboration will benefit the broader considerations of how NFV/SDN concepts can support vitualization of “services” above the network layers of the OSI model (layer 2-3). Since OMA service enablers are the most widely deployed examples of mobile-service-focused specifications enabling the OSI application layer (layer 4-7), and especially for mobile network Operators are the largest driver of Operator-managed services revenue world-wide, the overall services market can benefit from OMA’s guidance in how the application/service-layer concepts can be adapted to NFV/SDN. Further, as the deployment of IMS-based services and OMA service enablers that underlie the GSMA’s Rich Communication Services (RCS) suite of service specifications accelerate world-wide, Operators face an extended period of opportunity to leverage OMA-VNF enabled services. Based upon the probability that IMS-based services will serve the market at least as long as the first-generation OMA service enablers have (fifteen years and counting), OMA is in the relatively unique position and responsibility to help guide the development of virtualized service specifications for at least the next ten years.

Open source approaches to platform and application development, especially as they are influencing the development of NFV/SDN and the underling cloud services environments, promise to significantly disrupt the current vendor-Operator ecosystem supporting the market for OMA service enabler implementations. Projects such as the Linux Foundation’s OPNFV are key examples of a new approach to collaborative vendor-Operator enagement in “code-first” development of service frameworks. OPNFV’s initial focus on an NFVI reference platform both provides an opportunity for OMA members to engage directly in development of the underlying environment supporting OMA-VNFs, as well as solidify the concepts for VNF design and packaging that will establish the interoperable core of OMA-VNF support described above. This paper thus intends to provide useful input and motivation for OMA to establish a relationship with these open source projects, similar to their developing relationship with other SDOs/SSOs and the “upstream” open source projects that initiatives such as OPNFV depend upon. As OMA members are principally how this relationship will be realized, OMA as a community should be motivated through this paper to get actively engaged in collaborative development projects, and strengthen the role of OMA service enablers in the market for many years to come.
4.1 Release 1.0

Seville 1.0 includes:
· OMA Guidelines for Network Service Description (Non-Normative)

· Recommendations for application of NFV concepts to OMA enablers, as expressed though the various “descriptors” used in VNF management and orchestration (MANO) 

· VNF Descriptor (VNFD)

· Physical Network Function (PNF) Descriptor (PNFD)

· Virtual Link (VL) Descriptor (VLD)

· VNF Forwarding Graph (VNFFG) Descriptor (VNFFGD)

· Address the role of 

· OASIS’s TOSCA (Topology and Orchestration Specification for Cloud Applications )

· IETF’s YANG

· OMA Guidelines for Enabler Deployment as VNFs and VNFCs (Non-Normative)

· Initial architectural assessments of OMA enablers to guide future work items

· Example VNFDs, e.g. for OMA SUPL 

5. OMA’s Challenge under NFV

The mobile data services industry is only about fifteen years old. Since 1998 when the mobile data services industry really got off the ground, we've been through WAP1, WAP2, the rise of the smartphone era and horizontal platforms such as the mobile web, and now were at the edge of the virtualization era.

Over that time we've seen deployments follow a twisting road of siloed enablers, walled gardens, to open gardens, back to silos with smartphones and social networks. OMA service enabler deployments are still largely siloed, and that may be one of their key weaknesses in the coming cloud-based era of service virtualization, in which much of what has been deployed will need to be dismantled and redeployed as smaller, reusable, and arbitrarily arranged modules.

Even with all the change of the last 15 years, we see that acceleration in change is increasing. The next 7 years will likely match or exceed the last 15 in disruptive change. With Network Function Virtualization, a key disruptor will be the cloud-based deployment of services, in which specialized software and hardware nodes are superseded by general purpose functions that can provide the same capabilities, with more scalability and manageability.
These shifts will start with simpler functions at the lower layers of data services architectures, e.g. routing and domain name services. But we can expect pressure to rapidly virtualize the upper layers of the service architecture and for competitive services and applications which are built from the ground up using virtualized functions, to hit the market soon, adding extra pressure on standards organizations such as OMA to evolve their enabler specifications.

Virtualization will also open up completely new ways of designing and orchestrating services, potentially opening up a new landscape of arbitrarily developed services that begs the question; what is the future role of standards at the service layer?

As with any sea change or paradigm shift, many questions confront us. Just like the dinosaurs, are we seeing a fundamental environment shift that will make extinct any entity that can't adapt? If so, how do we prepare? 

The good thing is that of course we can change what we are and how we do business, but we need to understand the enablers of change. Two such enablers for virtualization will likely be the ability of services to be deployed as orchestrated virtual functions, and perhaps more importantly with the end-to-end operational efficiency to be scalable as virtual service deployments.

But to start we need to speak the language of virtualization, to re-imagine how OMA enablers can be architected through that language, and in doing so ensure the functions are reusable and enabler entities and interfaces are optimized for operational scalability.
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