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1. Scope

This is a white paper developed as part of the OMA Service Enabler Virtualization (Seville) work ítem, providing a non-normative set of objectives, considerations, and guidelines addressing the subject of service enabler virtualization as enabled by Network Function Virtualization (NFV) / Software-Defined Networking (SDN) technologies.
As part of this, supplemental documents (e.g. example VNF descriptors for OMA enablers) may be developed as well.
Aspects of a NFV/SDN platfom through which virtualized service enablers can be deployed are not addressed here, except where those aspects support specific service enabler virtualization capabilities and influence the design of virtualized service enablers and services.
2. References

	[ETSI GS NFV-SWA]
	“Network Functions Virtualization (NFV); Virtual Network Functions Architecture; ETSI GS NFV-SWA 001 v1.1.1 (2014-12)

URL:

	[ETSI GS NFV-MAN]
	“Network Functions Virtualization (NFV); Management and Orchestration; ETSI GS NFV-MAN 001 v1.1.1 (2014-12)
 URL:

	[OPNFV]
	“OPNFV Arno Release”

URL: https://opnfv.org

	[draft-penno-sfc]
	“Yang Data Model for Service Function Chaining”, R. Penno, P. Quinn, D. Zhou, J. Li, IETF draft (expires September 3, 2015)
URL: https://tools.ietf.org/html/draft-penno-sfc-yang-13


3. Terminology and Conventions

3.1 Conventions

This is an informative document, which is not intended to provide testable requirements to implementations.

3.2 Definitions

For the purpose of this WP, all definitions from the OMA Dictionary [OMADICT) generally apply.  In addition, the following definitions are applicable to the subject matter in this document.
	Network Service Descriptor (NSD)
	A deployment template for a Network Service referencing all other descriptors which describe components that are part of that Network Service

	NFV Infrastructure (NFVI)
	The standardized physical hardware and interfaces used for instantiation of VNFs

	NFV Orchestrator (NFVO)
	Describes the orchestration function used to manipulate VNFs for the realization and use of a specific NFV/s

	OMA-VNF
	An implementation or deployment of an OMA service enabler as a VNF.

	Physical Network Function (PNF)
	Describes the connectivity, Interface and KPIs requirements of virtual Links to an attached Physical Network Function. This is needed if a physical device is incorporated in a Network Service to facilitate network evolution.

	Virtual Infrastructure Management  (VIM)
	Systems that act as orchestrators / controllers for NFVI support of VNFs and services.

	Virtual Link (VL)
	A deployment template which describes the resource requirements that are needed for a link between VNFs, PNFs and endpoints of the Network Service, which could be met by various link options that are available in the NFVI. The NFVO can select an option following consultation of the VNFFG to determine the appropriate NFVI to be used based on functional (e.g., dual separate paths for resilience) and other needs (e.g., geography and regulatory requirements).

	VNF Component (VNFC)
	Describes Virtual Network Function Component. Software components (1 or more) that make up a VNF

	VNF Descriptor (VNFD)
	A deployment template which describes a Virtual Network Function in terms of its deployment and operational behaviour requirements. It is primarily used by the VNFM (VNF Manager) in the process of VNF instantiation and lifecycle management of a VNF instance. The information provided in the VNFD is also used by the NFVO (NFV Orchestrator) to manage and orchestrate Network Services and virtualised resources on the NFVI (NFV Infrastructure). The VNFD also contains connectivity, interface and KPIs requirements that can be used by NFV-MANO [ETSI GS NFV-MAN] functional blocks to establish appropriate Virtual Links within the NFVI between its VNFC instances, or between a VNF instance and the endpoint interface to the other Network Functions.

	VNF Forwarding Graph  (VNFFG)
	A deployment template which describes a topology of the Network Service or a portion of the Network Service, by referencing VNFs and PNFs and Virtual Links that connect them.


3.3 Abbreviations

	Seville
	Service Enabler Virtualization work item

	NF
	Network Function

	NFV
	Network Function Virtualization

	NFVI
	Network Function Virtualization Infrastructure

	NFVO
	NFV Orchestrator

	OMA
	Open Mobile Alliance

	OPNFV
	Open Platform for NFV

	OSI
	Open Systems Interconnection

	PNF
	Physical Network Function

	SDO
	Standards-Defining Organizations

	SSO
	Standards-Setting Organizations

	VNF
	Virtualized Network Function


4. Introduction

The Seville work item was initiated to help establish some awareness and guidelines for the subject of OMA service enabler virtualization within an NFV/SDN environment. These guidelines are further intended to:

· Aid development and deployment of OMA service enabler implementations as Virtualized Network Functions (VNFs), for brevity referred to in this document as “OMA-VNFs”
· Help reduce the potential variations in approaches to development/deployment of OMA-VNFs which could result in OMA-VNF market fragmentation, and thus inhibit successful evolution of current OMA service enabler  deployments into OMA-VNF based deployments
· Establish concrete examples for virtualization of network functions at the service enabler layer, i.e. at OSI model layers 4-7, above the typical focus of SDN on the lower layers of the OSI model (layers 2-3 specifically), as these examples may be more broadly useful to other SDOs/SSOs as they refine the underlying technical concepts and standards-based frameworks, and to open source projects e.g. the Open Platform for NFV [OPNFV] as they develop NFV Infrastructure (NFVI) reference platforms
The development and deployment of NFV/SDN platforms is rapidly accelerating. Network service providers (for brevity, referred to as “Operators” in this paper) are looking to take advantage of the potential of NFV/SDN as soon as possible, even as standards for NFV/SDN are still being written (e.g. in ETSI, OASIS, TM Forum, IETF). It can be expected that initial OMA-VNFs based upon widely deployed and stable enablers such as Multimedia Messaging Service (MMS) will be serving users in the very near future, well before standards are complete. As this paper will describe, “pre-standard” deployment of OMA-VNFs can take advantage of various simplified approaches to packaging and deployment, while deferring the architectural/deployment optimizations that may be obtained in time, e.g. as enablers are “re-factored/re-architected” for functional reuse and deployment more targeted to leverage the elasticity of the cloud computing environments that support NFV.
However in these early days of OMA-VNF deployment, OMA can still provide useful guidance to developers and deployers of pre-standard OMA-VNFs, promoting consistency in as many areas as reasonably possible given the immature state of standards. This consistency and the related avoidance of market fragmentation will be important as Operators increasingly push vendors to provide pre-standard OMA-VNFs for deployment. The baseline of considerations and guidelines presented here can further help initiate future OMA work items and other SDOs/SSOs work that provide a solid core of interoperability for OMA-VNF packaging and deployment, and lead to the perhaps more complex work of re-factoring / re-architecting OMA enablers for more optimized deployment as OMA-VNFs.
As NFV/SDN is a deployment-paradigm shift being addressed in many places in standardization efforts and the market, these guidelines can further help initiate cross-SDO/SSO collaboration and engagement with open source communities such as OPNFV. Such collaboration will benefit the broader considerations of how NFV/SDN concepts can support vitualization of “services” above the network layers of the OSI model (layer 2-3). Since OMA service enablers are the most widely deployed examples of mobile-service-focused specifications enabling the OSI application layer (layer 4-7), and especially for mobile network Operators are the largest driver of Operator-managed services revenue world-wide, the overall services market can benefit from OMA’s guidance in how the application/service-layer concepts can be adapted to NFV/SDN. Further, as the deployment of IMS-based services and OMA service enablers that underlie the GSMA’s Rich Communication Services (RCS) suite of service specifications accelerate world-wide, Operators face an extended period of opportunity to leverage OMA-VNF enabled services. Based upon the probability that IMS-based services will serve the market at least as long as the first-generation OMA service enablers have (fifteen years and counting), OMA is in the relatively unique position and responsibility to help guide the development of virtualized service specifications for at least the next ten years.

Open source approaches to platform and application development, especially as they are influencing the development of NFV/SDN and the underling cloud services environments, promise to significantly disrupt the current vendor-Operator ecosystem supporting the market for OMA service enabler implementations. Projects such as the Linux Foundation’s OPNFV are key examples of a new approach to collaborative vendor-Operator engagement in “code-first” development of service frameworks. OPNFV’s initial focus on an NFVI reference platform both provides an opportunity for OMA members to engage directly in development of the underlying environment supporting OMA-VNFs, as well as solidify the concepts for VNF design and packaging that will establish the interoperable core of OMA-VNF support described above. This paper thus intends to provide useful input and motivation for OMA to establish a relationship with these open source projects, similar to their developing relationship with other SDOs/SSOs and the “upstream” open source projects that initiatives such as OPNFV depend upon. As OMA members are principally how this relationship will be realized, OMA as a community should be motivated through this paper to get actively engaged in collaborative development projects, and strengthen the role of OMA service enablers in the market for many years to come.
4.1 Release 1.0

Seville 1.0 includes:
· OMA Guidelines for Network Service Description (Non-Normative)

· Recommendations for application of NFV concepts to OMA enablers, as expressed though the various “descriptors” used in VNF management and orchestration (MANO) 

· VNF Descriptor (VNFD)

· Physical Network Function (PNF) Descriptor (PNFD)

· Virtual Link (VL) Descriptor (VLD)

· VNF Forwarding Graph (VNFFG) Descriptor (VNFFGD)

· Address the role of 

· OASIS’s TOSCA (Topology and Orchestration Specification for Cloud Applications )

· IETF’s YANG

· OMA Guidelines for Enabler Deployment as VNFs and VNFCs (Non-Normative)

· Initial architectural assessments of OMA enablers to guide future work items

· Example VNFDs, e.g. for OMA SUPL 

4.2 Principles and Goals of Virtualized OMA Service Enablers

Subject to further refinement, it is desirable that effectively virtualized OMA service enablers exhibit the characteristics described in this sub-section.  Such characteristics as described by the principles and goals in the following are perceived to afford tangible benefits to different stakeholders who share a common goal of extending OMA service enablers to support virtualized services in the emerging NFV/SDN environment.

Principles, or Assumptions, for OMA service enablers operating as a singular VNF or a composite set of VNFs to realize applications and services:

· Software-based (i.e. software defined / software packaged): Applications and services generally are comprised of software components which are encapsulated within a virtualized machine(s) and abstracted from the physical hardware.
· Decoupled Applications/Services: Applications and services are generally decoupled from the underlying physical infrastructure and network. Exceptions may exist for certain performance-dependent VNF use cases where hardware abstractions may be bypassed (e.g. to leverage data plane optimization techniques).

· Cloud-Based Management: Applications and services are designed for management via cloud-based scaling and reliability techniques.
· Componentized: VNFs are built out of one or more ‘components’. Ideally VNFs would not be specific to particular service build.  I.e. multiple service instantiations could re-use specific VNF(s); however, there could also be unique VNF(s) needed for a particular service.
· Hybridized: Applications and services enabled by NFV may depend upon a combination of VNFs and PNFs where a PNF (Physical Network Function) embodies a hardware-based functionality in the conventional sense.

Goals for virtualized OMA service enablers:

1. Software Modularity and Reusability: designed to advance homogeneity (VNFs are designed for reusability and distributed) versus heterogeneity (silos with minimum reusability).
2. Capable of maintaining its integral functionality while being created or managed by NFV Orchestrator scalable use of NFVI resources (i.e. storage, compute and network connectivity).  Such functionality includes security and performance.

3. As applicable, supports incorporation of necessary support elements (e.g. load balancers) via service function chaining (see 6.1.4).

4. As applicable, supports load balancing intrinsically to the VNF or through NFVI support (e.g. scale in/out policy and auto-recovery).
5. As applicable, provides high availability intrinsically to the VNF or through NFVI support (e.g. HA policy).
6. As applicable, can be supported over both private and public infrastructure.
7. As applicable, can be instantiated across geographically dispersed infrastructure resources, and provide geographic diversity (GD) support intrinsically to the VNF or through NFVI support (e.g. GD policy). 
8. Capable of being configured, managed and monitored similar to conventional node-based OAMP functions (i.e. Fault, Configuration, Accounting, Performance and Security “FCAPS”).
9. Comprehensive Automation: designed to support deterministic closed loop control and automation. 

5. OMA’s Challenge under NFV

The mobile data services industry is only about fifteen years old. Since 1998 when the mobile data services industry really got off the ground, we've been through WAP1, WAP2, the rise of the smartphone era and horizontal platforms such as the mobile web, and now were at the edge of the virtualization era.

Over that time we've seen deployments follow a twisting road of siloed enablers, walled gardens, to open gardens, back to silos with smartphones and social networks. OMA service enabler deployments are still largely siloed, and that may be one of their key weaknesses in the coming cloud-based era of service virtualization, in which much of what has been deployed will need to be dismantled and redeployed as smaller, reusable, and arbitrarily arranged modules.

Even with all the change of the last 15 years, we see that acceleration in change is increasing. The next 7 years will likely match or exceed the last 15 in disruptive change. With Network Function Virtualization, a key disruptor will be the cloud-based deployment of services, in which specialized software and hardware nodes are superseded by general purpose functions that can provide the same capabilities, with more scalability and manageability.
These shifts will start with simpler functions at the lower layers of data services architectures, e.g. routing and domain name services. But we can expect pressure to rapidly virtualize the upper layers of the service architecture and for competitive services and applications which are built from the ground up using virtualized functions, to hit the market soon, adding extra pressure on standards organizations such as OMA to evolve their enabler specifications.

Virtualization will also open up completely new ways of designing and orchestrating services, potentially opening up a new landscape of arbitrarily developed services that begs the question; what is the future role of standards at the service layer?

As with any sea change or paradigm shift, many questions confront us. Just like the dinosaurs, are we seeing a fundamental environment shift that will make extinct any entity that can't adapt? If so, how do we prepare? 

The good thing is that of course we can change what we are and how we do business, but we need to understand the enablers of change. Two such enablers for virtualization will likely be the ability of services to be deployed as orchestrated virtual functions, and perhaps more importantly with the end-to-end operational efficiency to be scalable as virtual service deployments.

But to start we need to speak the language of virtualization, to re-imagine how OMA enablers can be architected through that language, and in doing so ensure the functions are reusable and enabler entities and interfaces are optimized for operational scalability.
6. Application of NFV Concepts 
This section will describe NFV concepts as they apply to OMA service enablers, and include examples of the applicability to specific OMA enablers, e.g. SUPL and MMS.
6.1 OMA Architecture
6.1.1 Clients and Servers

NFV concepts and deployments are initially focused on network-based functions most often associated with deployment on “servers”. However the client-server roles and relationships which influence many OMA service enablers are in principle all applicable to NFV, in which “clients” can be virtualized (e.g. as in virtual CPE or vCPE products) and deployed in cloud environments, just as traditional “server” functions are. Further, the most generic meaning of client-server relationships, in which some client consumes a service/interface exposed by a server, are basic concepts applicable to NFV as well. What NFV brings that is new is the challenge for OMA-VNFs to describe, as much necessary, the client-server relationships that OMA-VNF components support. See section 6.1.3 for further description this challenge.
NFV concepts are further generally applicable to various virtualization hosts, e.g. cloud-based server environments, end-user devices (e.g. smartphones), or distributed / “locally installed” platforms (e.g. whitebox vCPE e.g. as home gateway or communications service devices). While initial deployments are expected to be focused on traditional cloud environments, opportunities to redevelop/redeploy OMA service enabler clients (meaning traditionally, end-user device clients) in virtualization environments provided by end-user devices will increase in the near future, especially as hardware virtualization support and multi-core platforms proliferate in end-user devices. Thus all aspects of OMA service enabler functions can be deployed as OMA-VNFs, whether in network-based servers or end-user devices, are important for OMA to consider.
6.1.2 Enabler Decomposition into Functional Components
OMA service enablers typically include multiple functional components, e.g. as shown in the following architecture diagram from the SUPL 2.1 enabler. For SUPL, the three main components described by the enabler are the SET and the network component SLP containing the SLC and SPC systems. While in practice the SLC and SPC may be implemented as a single SUPL Location Platform application, this paper describes considerations for development/packaging of these components as a single VNF Component (VNFC) or multiple VNFCs. However as in most cases the SET MLS Application is expected to be running on an end-user device, and the Location Platform running on network servers, the SUPL OMA-VNF is likely to contain only SLC and SPC components.
The other OMA and non-OMA components in the SUPL architecture diagram also need to be considered in the design of the SUPL OMA-VNF (referred to as the “SUPL-VNF” from here on), even though they are not part of the SUPL-VNF. For example as described in section 6.1.3, the reference points and interfaces that the SUPL-VNF components expose or use may need to be described in the SUPL-VNF package, and overall the chaining (as in Service Function Chaining (SFC), see section 6.1.4) of these dependent (and in some cases, optional) components into an overall SUPL service need to be considered in the SUPL-VNF design and deployment.
As a commonly agreed architectural principle, OMA enablers have been architected where possible to reuse available enabler specifications, rather than duplicate functionality which is available in at least one other enabler specification. A prime example is the OMA Push enabler which includes the WAP PPG function shown in the figure below, which is referenced by many other enablers as a general-purpose notification engine. The rationales for function reuse are expected to increase in cloud-based deployment, in which optimizing resource overhead is a key goal. Thus while due to development/deployment expediences early OMA-VNF deployments may include some VNF-internal support for functions that could otherwise be factored out of the implementation, Operators are likely to value implementations which offer support for dependent functions which can be integrated through SFC or other techniques. However, as described in section 6.1.4, the availability of techniques for SFC at the service layer may limit the ability to integrate multiple VNFs into a service chain, without development of standards for chaining at OSI layer 4-7.
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Figure 1: SUPL Architecture
6.1.3 Reference Points and Interfaces

OMA service enablers are typically specified to expose or use interfaces of enabler sub-components or other components that are not part of the OMA enabler. When developed, OMA-VNFs must adhere to the mandatory aspects of these interfaces just as with traditionally deployed enablers. However due to the addition of VNF Orchestration in NFV, it is important to consider that the configuration and related resources for the implementation of the interfaces in a particular NFVI and/or NFV service environment may need to be pre-defined through the various information elements of the VNF package (referred to from here on as “VNFP-IE”). For example, in a traditional SUPL deployment the interface address and other relevant parameters for interconnection of the Location Center to the WAP PPG, SMSC, SIP/IMS Core, etc. are typically established through manual/scripted deployment procedures in various provisioned systems. However the role/use of NFV Orchestration (NFVO) and/or a VNF Manager (VNFM) may include automatic configuration of these interfaces per VNFP-IE data. Alternatively, a SUPL service may be design and packaged for:

· Use of pre-configured interface parameters, included as SUPL-VNF component startup data, e.g. configuration files/scripts that SUPL-VNF components use when brought up in a virtual machine (VM).
· Use of a SUPL-VNF implementation-specific Element Management System (EMS) as described in section 6.1.5.3, e.g. which provides a provisioning service for configuration of the SUPL-VNF component interfaces as the components are deployed in VMs.

· Etc.
Especially for early OMA-VNF deployments, these alternatives may be essential as:

· standards may not yet exist for how interfaces can be described in VNFP-IEs or established by NFVO/VNFM, or be supported by the OMA-VNF developer or Operator
· some interface concepts may only be expressable as application constraints, i.e. not amenable to expression or support as SFC-enabled configurations

6.1.4 Service Function Chaining

The term Service Function Chaining (SFC) is typically used to express the creation of a “chain” of network layer service elements as necessary for a particular VNF, or the  use of a VNF in a particular service, or per the needs of a particular NFV service tenant (owner of the VMs within which VNF components are executing). For example, a mobile web browsing service VNF may include these service chain elements:
· an HTTP proxy VNF, which is inserted into the chain by virtual router instructions to forward TCP port 80 and 443 traffic from browsing service users to the southbound (client-side) interface of the HTTP proxy VNF

· a transparent Web Cache VNF, which is inserted into the chain by virtual router instructions to forward TCP port 80 requests from the HTTP Proxy VNF’s northbound (web server side) interfaces to the southbound interface of the Web Cache VNF

· a Firewall VNF, which is inserted into the chain by virtual router instructions to forward both TCP port 80 requests from the Web Cache VNF, and TCP port 443 requests from the  HTTP Proxy VNF’s northbound interfaces, to the southbound interface of the Firewall VNF
These basic routing requirements fit well with the OSI model layer 2-3 concepts supported by SFC as implemented by Cloud Orchestrators and/or SDN Controllers, and are expected to be supported in VNF descriptors through YANG models for SFC such as described by [draft-penno-sfc]. Thus automated configuration for layer 2-3 SFC should be available for OMA-VNF designers in the near future, if not already.
todo: specific references to tools and other specs which more clearly describe layer 2-3 SFC
Higher-layer service requirements (OSI model layer 4-7) however may not yet be expressable under SFC, unless the service function can be inserted into the chain through layer 2-3 forwarding rules. For example, MMS service deployments typically include “HTTP header enrichment” via which subscriber identity information is forwarded as HTTP headers from an HTTP proxy to the MMSC. However, unless this service can be invoked as needed at a specific southbound proxy service address, it may not be directly expressable using current SFC tools (e.g. YANG models). Further, there may be multiple such service-specific requirements that optionally apply to specific VNFs, services, or tenants; for example a proxy-based image compression service may be applicable for some users and not for others, while header enrichment may also apply to only some Operator services. The number of such optionally applicable proxy features can quickly limit the feasibility of exposing the feature permutations at pre-defined proxy service addresses. Thus for the near future, alternative methods for configuring and invoking these higher-layer services may need to be used directly by the VNF or EMS, e.g. as described for interfaces in section 6.1.3.
6.1.5 Deployment Support Functions

Deployment support functions are aspects of enabler implementation that typically are unspecified by OMA. However in an OMA-VNF context, many of these previously unspecified aspects will nonetheless need to be considered in the VNFP-IE and design of OMA-VNFs. 
6.1.5.1 Compute, Storage, and Network Services

The NFVI provides the virtual infrastructure (VI) resources which serve VNF needs for compute, storage, and networking. How these resources are configured for a specific VNF, service, or tenant will need to be considered as part of the VNFP-IE and in the role of the NFVO/VNFM. VI resource configuration considerations include:

· Types and amounts of compute, storage, and network resources needed for initial configuration of the VNF

· Resource clustering, e.g. compute and storage

· Workload placement for VNFCs, e.g. affinity and anti-affinity rules for specific resources

· For host placement, e.g. whether VMs for VNFCs should be placed on the same physical compute host

· For storage placement, e.g. whether storage resources for a VNFC should be placed on the compute host

· Scaling requirements for specific resources

· Network services, e.g. configuration of VLANs and forwarding rules for VNF-internal traffic, VNF-external traffic, VNFM traffic (as applicable)

As standards for the related VNFP-IE are still developing, interim approaches to specifying some of these aspects can supplement any current standards-based approaches, e.g.:
· OpenStack HEAT templates (todo: describe HEAT features that enable VI requirements specification)
· EMS-specific strategies for scaling etc.
6.1.5.2 Orchestration

Orchestration in NFV relates to ETSI-specified MANO stack functions at a high layer (the NFV Orchestrator (NFVO)) and at a low layer (Virtual Infrastructure Management (VIM)). For VIM, orchestration is focused primarily on configuring NFVI resources per the requirements of the VNF throughout the VNF lifecycle and in response to events that occur within it (e.g. scaling, fault management, etc.). For NVFO, orchestration is focused primarily on the selection of VNF packages that will be used to bring up or support services, and working through the VIM to configure VNFs per the needs of those services.

Near-term considerations for the OMA architecture include addressing the aspects of OMA-VNFs that can be most usefully defined for the purposes of orchestration, e.g. as VNFP-IEs or other data associated with VNFs as they are orchestrated. This may include recommendations for use of the OASIS “Topology and Orchestration Specification for Cloud Applications” (TOSCA) standard for describing services that are exposed or used by OMA-VNFs, or YANG for describing network configuration aspects. The ETSI NFV ISG Phase 2 specifications are expected to provide a starting point for selection of VNFP-IEs that have been defined and are relevant to the OMA architecture.
6.1.5.3 Element Management
Element management refers to the proprietary vendor-supplied functionality of Element Management Systems (EMS) specific to OMA enabler implementations, the ETSI-defined VNF Management (VNFM) functions, or a combination of these. Element management plays a key role in the lifecycle of VNFs as it provides support for functions that VNFs cannot address on their own, are VNF-specific, and not addressed by a VIM, e.g. 
· Configuration of VNF functions as a block or as individual VNFCs

· FCAPS (Fault, Configuration, Accounting, Performance, and Security) management

· A common management UI or application, which interfaces with the VNF via a standard or proprietary interface

An EMS may be aware of the virtualized operation of VNFs, and also may serve as element manager for both VNF and node-based deployment of the OMA enabler implementation.

OMA architecture considerations for element management include defining goals/opportunities for factoring out common functions from proprietary EMSs, e.g. recommendations for OMA-VNF support of standardized VNFM interfaces for FCAPS management. Although proprietary EMSs can be expected to be necessary or vendor-preferred for some time e.g. due to hybrid VNF/non-VNF enabler deployment, the trend should be that element management becomes a common function served over standardized interfaces to a VNFM.
6.2 OMA-VNF Development and Deployment
6.2.1 Hosting in Hypervisors and Containers

The virtual compute host where an OMA-VNF is designed to run can include hypervisors and containers. NFVI environments may provide varying support for these types of hosts, so whether an OMA-VNF is capable of running in them, or preferred to for various reasons, needs to be considered. 

NFVI providers may prefer containerized VNFs due to these advantages:

· Containers eliminate superfluous OS support functions in VMs, resulting in much more efficient use of physical compute host resources

· Containerized VNFs can be in principle more portable, as they can eliminate dependencies on specific versions of host OSs

· Containerized VNFs can be instantiated much faster than hypervisor-based VNFs

The principle weakness most often cited for containerized applications is the increased attack surface represented by the shared OS kernel and other resources (e.g. local disk), which serves multiple applications running on the physical compute host OS. Effectively mitigating these risks requires specialized skills. While hypervisor-based applications also can be exposed to (or expose) security risks, those risks only apply in general to the individual VM in which the application is running. If the hypervisor-based VM fails or is determined to have a vulnerability, it can be terminated without impact to other VMs. The same may not be true for containerized VMs.
Whether OMA-VNFs should be designed for deployment in specific virtual compute host types is both a vendor and Operator (NFVI environment provider) choice. However the choice will affect the resulting requirements for OMA-VNF packaging and processing by the NFVO and VIM, e.g. to identify the target compute host type and to orchestrate/manage the OMA-VNF instances.

6.2.2 Factoring Out Reusable Components
6.2.3 Description

6.2.4 Ingestion
6.2.5 Instantiation
6.2.6 Migration
6.2.7 Scaling

6.2.7.1 Scale In/Out

6.2.7.2 Scale Up/Down

6.2.8 Termination

6.2.9 Fault Management
6.2.10 Security

6.2.11 High Availability and Geographic Diversity

6.2.12 Element Management Systems

6.3 OMA-VNF Packaging

6.3.1 Baseline VNF Package Information Elements
6.3.2 Extended VNF Package Information Elements
7. OMA-VNF Examples

7.1 Enabler as a Single or Multi-VNF Package 
The diagram below shows an enabler deployed as a multiple VNF package with multiple VNFCs in one VNF. The single-VNF case is similar, just with one or the other VNFs being shown.
For multi-VNF cases, OMA-VNFs may be designed to use standardized or proprietary interfaces between the VNFs and/or VNFCs. Standardized interfaces are expected to be used if specific VNFs of different vendors are intended to swapped in/out of the OMA-VNF package, i.e. multi-vendor OMA-VNF packages are expected to contain interoperable VNFs.
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Figure2 Enabler deployed as a multiple VNF package with multiple VNF Components in one VNF
The following diagram illustrates an OMA-VNF deployed from a multi-VNF package with virtual network links between the VNFs. Such virtual links are defined in VNFP-IEs, and can be used for internal communication of the OMA-VNF.
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igure 6.3: Network connection topology of a Network Service using VNFs, VLs,
and Connection Points




Figure3 Example of Enabler VNFs as linked into a Network Service
8. Example Call Flows

8.1 VNF Instantiation

8.2 VNF Scaling

8.3 Fault Response
9.  OMA-VNF Example: SUPL
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