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Reason for Change
This contribution provides with the analysis of ATIS CSF. The R01 version had several editorial changes compared to original 0058.
Impact on Backward Compatibility
No impact
Impact on Other Specifications
No other specifications are affected.
Intellectual Property Rights
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Recommendation
We recommend that changes be accepted and incorporated into the white paper.
Detailed Change Proposal
Add Chapter 5 ATIS Cloud Service Forum
[bookmark: _Toc295769289]5. ATIS Cloud Service Forum
The Alliance for Telecommunications Industry Solutions (ATIS) is a standards organization that develops technical and operational standards for the telecommunication industry. ATIS is headquartered in Washington, D.C. and accredited by the American National Standards Institute (ANSI).
ATIS has more than 200 member companies, including various telecommunication service providers, equipment manufacturers and vendors. ATIS encompasses numerous industry committees and forums, which discuss, evaluate and author guidelines concerning such topics as data security, network reliability, technological interoperability, subscription services and product labeling.
5.1 ATIS CSF Overview
The ATIS Board recently approved the launch of the Cloud Services Forum (CSF). The Forum will focus, among other things, on the operators' provision of cloud services, and develop a framework to ensure integration of the network and IT. It will account for basic APIs in the control plane layer of the network rather than as a service on the network, define a minimum set of API requirements to expose between service providers, and define interoperability, security, and standardization, among other things, between service provider clouds.
Drawing upon business use cases that leverage Cloud Services' potential, the Forum will address industry priorities and develop implementable solutions for the evolving Cloud marketplace. Ultimately, the CSF will work to see that Cloud capabilities are quickly operationalized and operators are able to offer managed cloud services can be offered across operator boundaries. 
Representatives of major telecommunications service providers, network vendors and software developers make up the Forum, working to leverage core network and service attributes to adopt, advance and deliver Cloud Computing services. The work launched by this Forum will ensure that cloud services – as offered by service providers – are quickly operationalized to facilitate the delivery of interoperable, secure and managed services. 

[bookmark: _Toc276120246][bookmark: _Toc295769313]Figure 1 -  Internal Cloud NNI
Initial CSF objectives that are being discussed include: 
· Cloud Service InterconnectFramework for Content Distribution Networks (CDNs) between providers;
· Developing a framework to ensure the integration of the network and IT;
· Ascertaining basic APIs in the control plane layer of the network;
· Using industry input to define a minimum set of API requirements to expose between service providers; and
· Utilizing control plane layer interfaces to allow for a greater network role.
CSF’s official liaisons are:
· Other sister ATIS groups: IIF, PTSC, PRQC, OBF and TMOC
· ITU-T, TMF, IETF
The CFS deliverables include:
· Use Cases
· Requirements
· Functional Architecture
· Messaging Capabilities / Contents
More importantly, CSF will NOT write detailed standards.
CSF’s current plan is to work on:
· Tele-presence service (voice, video, multimedia)
· Virtual Private Network (VPN) service
· Cloud service aspects of:
· Logging, Auditing, and Performance Management
· Charging
· On-Boarding (checklist)
· Virtual Desktop Infrastructure (VDI)
5.2 ATIS CSF Charging
ATIS CSF is defining Charging requirements for Inter-Service Provider cooperative arrangements for providing network-related Cloud Services for the purposes of:
· One SP billing another for service functions or resources rendered
· The Primary SP charging/billing its own users, both postpaid and prepaid
In order to achieve the goal, ATIS CSF will identify relevant existing standards that can be used in whole or part to support the Charging requirements, and identify the gaps that need to be addressed.
Currently, Inter-Service Provider cooperative arrangements focus on CDN (Content Distribution Networks), Tele-presence and VPN (Virtual Private Networks). The following Charging information will be covered:
· Conditions when everything is working normally
· Failures in the S-SP that prevent intended content delivery or storage
· QoS of content delivery that does not meet what the P-SP and S-SP agreed to as per their SLA
A high-level framework for the charging aspect of the inter-provider service cooperation is shown in Figure 2 - High Level Charging Framework: Direct Peer-to-Peer Arrangement, where a direct peer-to-peer arrangement is shown. This framework is intended to be no more complicated than is necessary in order to address charging needs.


[bookmark: _Ref296354988]Figure 2 - High Level Charging Framework: Direct Peer-to-Peer Arrangement
One Service Provider, SP1, is utilizing service functionality or resources of another Service Provider, SP2, in order for SP1 to provide service to SP1’s own users. Those users may be physically connected to SP1’s network or SP2’s network. We shall refer to such an SP1 as acting in the role of the “Primary SP” (P-SP) and such an SP2 as acting in the role of the “Supporting SP” (S-SP). The Charging interface provides information for the purposes of:
· the S-SP being able to obtain compensation from (i.e., to bill) the P-SP
· the S-SP being able to provide usage information to the P-SP in sufficient detail for the P-SP’s own accounting needs with its users
The Charging interface is internal to the S-SP. It is assumed for charging purposes that:
· billing/charging a user for network access, whether tethered or roaming, is a separate concern from billing/charging for the cloud services and is out of scope of ATIS CSF
· the P-SP is exclusively responsible for billing its own users even though the S-SP is involved in providing service (e.g., content delivery) ;  the S-SP and its role is not exposed to the P-SP’s users from a charging/billing point of view
· given that a user may be prepaid, there is a need for the S-SP to notify the P-SP in real time whether a content delivery instance has failed, so that the P-SP can refund the user’s account right away; what defines ‘failure’ is left to specific P-SP -  S-SP business agreements and policy
For the sake of completeness, Figure 3 - High Level Charging Framework: Federated Arrangement shows a high-level framework for the charging aspect of the inter-provider service cooperation in the case of a federated arrangement.


[bookmark: _Ref296355278]Figure 3 - High Level Charging Framework: Federated Arrangement

5.3 ATIS CSF Onboarding Checklist
With emergence of Cloud Services, which could span across one or many cloud infrastructures managed by various providers, it is imperative that checklist be developed that will provide onboarding guidance and requirements for service providers and developers. The checklist is to be developed with the purpose to facilitate the following two functions from a cloud provider:
· ACCEPTANCE of services onto the Cloud platform and infrastructure
· Ongoing AUDIT of services on the Cloud platform and infrastructure
Checklist will be comprise of following vectors, each one of which will have relevant onboarding checklist that will facilitate the ACCEPTANCE/AUDIT purpose listed above. Each vector will then provide direction/course for services to be on-boarded onto the cloud infrastructure as well as ensure ongoing operations:
· Connectivity Vector: This will primarily focus on NNI between Cloud infrastructure as well as ACCEPTANCE/AUDIT checkpoints required for connectivity between services
· Compliance Vector: This will focus on Compliance of the services to requirements required for initial onboarding (ACCEPTANCE) as well for ongoing operations
· Compatibility Vector: This will focus on reducing the integration required for a service provider to onboard a new cloud service
· Contractual Vector: This will focus on reducing contract time required to procure new cloud services.  Standard licensing templates may be considered
· Conformance Vector: This will focus on the technical adherence of a cloud service to a specific standard.  It may also endorse one standard over another if multiple comparable solutions exist

Figure 4 - Checklist Vectors
5.4 ATIS CSF Virtual Desktop Infrastructure (VDI)
VDI (Virtual Desktop Infrastructure, also known as Virtual Desktop Interface) is the server computing model enabling desktop virtualization, encompassing the hardware and software systems required to support the virtualized environment. ATIS CSF’s VDI intends to develop a high-level architecture and a set of basic requirements of VDI services in both enterprise and consumer domain, including audio, video, and other plug-in services. It is expected that uniform implementation of VD will not only make add/move/change/update seamless, but also make switching of services/profiles among devices as easy as possible.
5.4.1 VDI in Enterprise Domain
The VDI use case in enterprise domain is shown in Figure 5 - Virtual Desktop Service in Enterprise Domain.

[bookmark: _Ref296374312]Figure 5 - Virtual Desktop Service in Enterprise Domain
In the simplest form of the service, a Service Provider offers a hosted VD service to enterprises. The virtual desktops are hosted in the Service Provider’s data centre, whereas additional resources and data are actually hosted within the enterprise premises. Such resources can include but are not limited to applications and data storage, as well as physical resources such as printers, projectors etc. For example, in case where an employee is located within the enterprise premises and is using the remote desktop and needs to print a document in a local printer or needs to access a storage facility within the enterprise. Alternatively, the user might just need to access an application that is located within the enterprise premises.  In order to realize an end-to-end secure solution, the Service Provider provides a secure connection to the enterprise premises for the back-end of the virtual desktops. The connection can be an extension of an existing managed VPN service offered to the same enterprise (for example over VPLS/MPLS) or it can be a new service
Since more than one virtual desktop are hosted in the Service Provider’s data centre, one or multiple secure connections can be established between the Service Provider’s data centre and the enterprise data centre. One possible service instantiation assumes that all virtual desktops use the same VLAN within the Service Provider’s data centre and an L2 VPN service is used to extend this VLAN to the enterprise data centre. In alternate implementations, the enterprise might choose to partition virtual desktops between user groups (for example finance v.s. engineering), and different VLANs are assigned to each group of desktops. In this case, multiple VPN connections might be required between the Service Provider’s data centre and the enterprise data centre.
Note that enterprise resources might be hosted either in data centres owned by the enterprise or other hosting environments such a co-located facility or a third party data centre. In addition, the backend connection might need to connect the virtual desktop to more than one data centre and it can be based on a point-to-point (ELINE) or point-to-multipoint (ELAN) service. Alternatively connectivity can be also based on an L3 VPN. As we will identify later, the choice of networking technology will determine to a certain extend the types of services that can be offered to the enterprise.
5.4.2 VDI across Service Providers
A more complete outline of the various actors in a generic use case is shown in Figure 6 - Virtual Desktop Service across Service Providers. An enterprise buys a virtual desktop service from Service Provider A, which is also identified as the Primary VDC Provider. The primary VDC can partner with one or more Supporting VDC Providers (Service Provider B). Depending on user location and or SLA requirements the virtual desktop of a user can move between the primary and supporting VDCs. Ideally the virtual desktop must be located as close to the end-user as possible, and if the primary VDC does not have a facility close to the end-user, it is possible to utilize the services of a supporting VDC. The same can be done in the case of disaster recovery or maintenance periods. The primary VDC can utilize the services of a supporting VDC if a power failure is likely to bring down the primary VDC.

[bookmark: _Ref296375007]Figure 6 - Virtual Desktop Service across Service Providers
An additional important consideration is that any VDC is also a network provider or can be buying network services from a partner network service provider.  For example in Figure 6 - Virtual Desktop Service across Service Providers, it is assumed that the Primary VDC also owns its own network and provides managed VPN services to the enterprise customer within their network. However, the Supporting VDC buys network connectivity from an independent network provider. Additionally some of the enterprise services that reside on a third party data centre are served by a separate network service provider.
5.4.3 VDI for Cloud-Hosted Telecommunication Terminals
One of the use cases of VDI in consumer domain is the cloud-hosted telecommunication terminals as shown in Figure 7 – Cloud-Hosted Telecommunication Terminals. This scenario can be seen as a subset of OMA’s Universal Virtual Experience (UVE). In this case, the service providers develop and provide the virtual desktop and host the services to their customers. This allows the clients to use the telecommunication applications like local phone service, video calls, messages and address book, etc. using any device (phone, computer, set-top box), and the subscriber can keep the same phone number irrespective of where they physically are.
[image: ]
[bookmark: _Ref296375572]Figure 7 – Cloud-Hosted Telecommunication Terminals
5.4.4 VDI for Cloud-Hosted Virtual Computer
Another use case of VDI in consumer domain is the cloud-hosted virtual computer as shown in Figure 8 – Cloud-Hosted Virtual Computer. Service providers can use virtual desktops to provide Computer communications services to their customers by allowing access to the virtual machine hosted service via the virtual desktop protocol. The subscription fees can depend on the utilization of the contracted computing resources, such as CPU utilization, memory capacity, disk quota, and their usage time and volume, etc,
[image: ]
[bookmark: _Ref296375779]Figure 8 – Cloud-Hosted Virtual Computer
5.4.5 VDI Standardization
ATIS CSF intends to standardize the methods for defining and extending the service both at the network and cloud control perspective.
5.5 ATIS CSF and OMA
OMA Board of Directors approved the recommendations proposed in OMA Cloud Computing White Paper 1.0 [OMACLOUD10], including:
· The development and support of Cloud Computing related O&M functionality with OMA enablers
· To extend the OMA Mobile Commerce and Charging area
· To evaluate the need of developing new activities/work item to enable the “Virtualized Experience” in Cloud Computing
ATIS CSF’s main focus on Onboarding / Checklist is aligned with OMA’s need of the development and support of Cloud Computing related O&M functionality with OMA enablers.
ATIS CSF’s main focus on Charging well matches OMA’e need of extending OMA’s Mobile Commerce and Charging area.
More importantly, ATIS CSF’s main focus on VDI is consistent with OMA’s newly approved work item WID 220 “Unified Virtual Experience” to enable the “Virtualized Experience” in Cloud Computing.
Since ATIS is delivering the requirement while OMA has the expertise to develop the technical specification, it is recommended that OMA and ATIS CSF collaborate on those three areas.
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