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1 Reason for Change

Updates to use cases to make them compliant with the RD template.
2 Impact on Backward Compatibility

none
3 Impact on Other Specifications

none
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

Update the RD with the provided changes.
6 Detailed Change Proposal

7.1 Putting precise maximum size for MBCS storage PIMs
7.1.1  ASK  \* MERGEFORMAT Short Description
The president of an Asian company is synchronizing her calendar information on a Data Sync Server with her device.  The Data Sync Server provides a new import function to the calendar information from other sources such as an inbox of email services.

She starts using this import function from Inbox of email service for reminding her some import email to reply by some dead line.  She is wondering if her calendar information will be properly truncated because her device only has a too small area in not UTF-8 but MBCS (multi byte character set) to store larger data originally from the inbox of the email service.  

After she starts sync, she find that the subject fields of the calendar item of her device are filled for fitting to the maximum field size that the calendar PIM can store.   The Data Sync Server properly truncates the calendar item with long subject field imported from the inbox of the email service by counting the data in the specified MBCS by the device.

7.1.2 Actors

· Device
· Data Sync Server

· User 
7.1.2.1 Actor Specific Issues

· Device: Device MAY store PIM data in MBCS not in UTF-8.
· Device: Device SHOULD declare to server which MBCS its PIM uses for storing data. 
· Data Sync Server: Server MUST support MBCS for properly truncating data in the specified MBCS.
7.1.2.2 Actor Specific Benefits

· User: User can safely reduce packet size not sending whole field even with MBCS data.  User would not worry if MBCS data could be corrupted due to improper data truncation by server.
7.1.3 Pre-conditions

· The Data Sync Server MAY have updated data with too longer field values to store the device with the limited capacity.
7.1.4 Post-conditions

· The User has successfully synchronized the update data to device that MUST be properly truncated to fit the maximum field size of the device PIM
7.1.5 Normal Flow
· The Device initiates the synchronization to the Data Sync Server, which includes device information to declare MBCS and set of maximum field size of the PIM supports.
· The Data Sync Server accepts the device information. 

· The Data Sync Server truncates the data in specified MBCS in device information and sends them to the device.

· After synchronization is done, the data are truncated precisely fitting to maximum field size of PIM.

7.1.6 Alternative Flow 
7.1.7 Operational and Quality of Experience Requirements
7.2 Alerting free Data Sync Server memory for Quota limited services 
7.2.1  ASK  \* MERGEFORMAT Short Description
The president of a company discovers that an on-line file storage service offers now the possibility to backup files from her device. She decides to subscribe to this new file storage service and wants to use it for periodical automatic backup of files in her device.

 She decides to setup to perform backup periodically automatic initiated from Data Sync Client. Although the Data Sync Server is nearly full, the Device can send as many files as possible according to the free memory that the server dynamically reported.  She is satisfied, since the fee is only charged for the data actually backed up.

7.2.2 Actors

· Device
· Data Sync Server 

· User 
7.2.2.1 Actor Specific Issues

· Data Sync Server: Server SHOULD declare free memory before receiving data from the device
· Data Sync Server: Server SHOULD dynamically report free memory according to commands from the device as much frequently as possible.
7.2.2.2 Actor Specific Benefits

· User: User would not worry if the user wastes the bill for unnecessary data sending in case that the serve is full.
7.2.3 Pre-conditions

· The Device MAY have some new files or updates (delete, replace) to be uploaded after the last successful sync with the server.
· Data Sync Server MAY be nearly full quota usage for the user.
7.2.4 Post-conditions

· Synchronization SHOULD be suspended by the device without sending too much data to store on the server storage area. 
7.2.5 Normal Flow
1. The Device initiates the synchronization to the Data Sync Server.
2. The Data Sync Server accepts the synchronization with the server free memory before the client sends data. 

3. The Device does not send data according to the free memory as the server declared.
7.2.6 Alternative Flow 

1. The Device initiates the synchronization to the Data Sync Server.
2. The Data Sync Server accepts the synchronization with the server free memory before the client sends data.
3. The Device sends data with smaller size than free memory that the server declared. 
4. The Data Sync Server dynamically calculates a new free memory according to the data sent from the device, and sends the free memory to the device.  
5. The Device does not send data according to the free memory as the server declared.
7.2.7 Operational and Quality of Experience Requirements
7.3 Alerting more precise free Device memory for storage limited devices per message
7.3.1  ASK  \* MERGEFORMAT Short Description
The president of a company discovers that an on-line file deployment service offers now the possibility to keep important files updated for her to always track on her device. She decides to subscribe to this new file deployment service and wants to use it for files update in her device by triggering from the service.

 She decides to setup to perform download by trigger from the service. Although the device is nearly full, the Data Sync Server can send as many files as possible according to the free memory that the device dynamically reported.  She is satisfied, since the fee is only charged for the data actually deployed.
7.3.2 Actors

· Device
· Data Sync Server

· User 
7.3.3 Actor Specific Issues
· Device: Device SHOULD declare free memory before receiving data from the server.
· Device: Device SHOULD dynamically report free memory according to commands from the server as much frequently as possible..
7.3.4 Actor Specific Benefits

· User: User would not worry if the user wastes the bill for unnecessary data receiving in case that the device is full.
7.3.5 Pre-conditions

· Data Sync Server MAY have some new files to be sent to the device.
7.3.6 Post-conditions

· Synchronization SHOULD be suspended by the server without sending too much data to store on the client storage area.
7.3.7 Normal Flow
1. The Device initiates the synchronization to the Data Sync Server with the device free memory before the server sends data.
2. The Data Sync Server accepts the synchronization.
3. The Data Sync Server does not send data according to the free memory as the device declared.
7.3.8 Alternative Flow 
4. The Device initiates the synchronization to the Data Sync Server with the device free memory before the server sends data.
5. The Data Sync Server accepts the synchronization.
6. The Data Sync Server sends data with smaller size than free memory that the server declared.
7. The Device dynamically calculates a new free memory according to the data sent from the server, and sends the free memory to the device 
8. The Data Sync Server does not send data according to the free memory as the device declared.
7.3.9 Operational and Quality of Experience Requirements
7.4 Combining packages in case of no change on Device side
7.4.1  ASK  \* MERGEFORMAT Short Description
The president of a company discovers that an on-line email service offers now the possibility to synchronize emails with her device. She decides to subscribe to this new synchronization service and wants to use it mostly for checking new emails although he sometimes wants to send new emails from her device.  Suppose that he or Data Sync Client needs to continuously check new emails because the service does not offer frequent server alerted notifications or device might have limitations to receive server alerted notification.

 She decides to perform a synchronisation from her device with the on-line email service and setup to perform sync periodically automatic initiated from the Device. She is satisfied, since she can quickly take a next action by checking the emails and the connection fee is low because only a single transport message exchange is required for each frequent automatic synchronisation.
7.4.2 Actors

· Device
· Data Sync Server 

· User 
7.4.2.1 Actor Specific Issues

· Device: Device SHOULD send as much data as possible in single message.
· Data Sync Server: Server SHOULD send as much data as possible in single message.
7.4.2.2 Actor Specific Benefits

· User: User would not worry if the user wastes the bill for multiple message exchanges for frequently checking server changes.
7.4.3 Pre-conditions 

· The Device MAY have no changes.
· The Data Sync Server MAY have no or a few changes.
7.4.4 Post-conditions

· Synchronisation is finished successfully.
7.4.5 Normal Flow

1. The Device initiates the synchronization to the Data Sync Server with information that there is no update from client.
2. Data Sync Server accepts the synchronisation and responds with authenticated result and sends changes to the device.
7.4.6 Alternative Flow
7.4.7 Operational and Quality of Experience Requirements
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