OMA-AD-DM-Scheduling-V1_0- 20051018-D
Page 2  V(14)


	[image: image5.png]User
Interface

3. User

eraction

-

DM Scheduling
Enabler (Client)

DM Scheduling
Enabler (Server)

2. nslla
Sched
Scheduling L || Soneduling
Context Context
Configurafion s.corim || Management
Function Function

1. Request
wrna

Sehectle
Pl

Management

5.indcaton | Authority
or Gorfirm

—





	

	Comments by Mark Pozefsky

DM Scheduling Architecture

	Draft Version 1.0 – 18 Oct 2005

	Open Mobile Alliance

	OMA-AD-DM-Scheduling-V1_0- 20051018-D

	
	

	

	
	


Use of this document is subject to all of the terms and conditions of the Use Agreement located at http://www.openmobilealliance.org/UseAgreement.html.

Unless this document is clearly designated as an approved specification, this document is a work in process, is not an approved Open Mobile Alliance™ specification, and is subject to revision or removal without notice.

You may use this document or any part of the document for internal or educational purposes only, provided you do not modify, edit or take out of context the information in this document in any manner.  Information contained in this document may be used, at your sole risk, for any purposes.  You may not use this document in any other manner without the prior written permission of the Open Mobile Alliance.  The Open Mobile Alliance authorizes you to copy this document, provided that you retain all copyright and other proprietary notices contained in the original materials on any copies of the materials and that you comply strictly with these terms.  This copyright permission does not constitute an endorsement of the products or services.  The Open Mobile Alliance assumes no responsibility for errors or omissions in this document.

Each Open Mobile Alliance member has agreed to use reasonable endeavors to inform the Open Mobile Alliance in a timely manner of Essential IPR as it becomes aware that the Essential IPR is related to the prepared or published specification.  However, the members do not have an obligation to conduct IPR searches.  The declared Essential IPR is publicly available to members and non-members of the Open Mobile Alliance and may be found on the “OMA IPR Declarations” list at http://www.openmobilealliance.org/ipr.html.  The Open Mobile Alliance has not conducted an independent IPR review of this document and the information contained herein, and makes no representations or warranties regarding third party IPR, including without limitation patents, copyrights or trade secret rights.  This document may contain inventions for which you must obtain licenses from third parties before making, using or selling the inventions.  Defined terms above are set forth in the schedule to the Open Mobile Alliance Application Form.

NO REPRESENTATIONS OR WARRANTIES (WHETHER EXPRESS OR IMPLIED) ARE MADE BY THE OPEN MOBILE ALLIANCE OR ANY OPEN MOBILE ALLIANCE MEMBER OR ITS AFFILIATES REGARDING ANY OF THE IPR’S REPRESENTED ON THE “OMA IPR DECLARATIONS” LIST, INCLUDING, BUT NOT LIMITED TO THE ACCURACY, COMPLETENESS, VALIDITY OR RELEVANCE OF THE INFORMATION OR WHETHER OR NOT SUCH RIGHTS ARE ESSENTIAL OR NON-ESSENTIAL.

THE OPEN MOBILE ALLIANCE IS NOT LIABLE FOR AND HEREBY DISCLAIMS ANY DIRECT, INDIRECT, PUNITIVE, SPECIAL, INCIDENTAL, CONSEQUENTIAL, OR EXEMPLARY DAMAGES ARISING OUT OF OR IN CONNECTION WITH THE USE OF DOCUMENTS AND THE INFORMATION CONTAINED IN THE DOCUMENTS.

© 2005 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms set forth above.

Contents

41.
Scope (Informative)


52.
References


52.1
Normative References


52.2
Informative References


63.
Terminology and Conventions


63.1
Conventions


63.2
Definitions


63.3
Abbreviations


74.
Introduction (Informative)


74.1
Use Cases


84.2
Requirements


84.3
Planned Phases


95.
Architectural Model


95.1
Dependencies


105.2
Architectural Diagram


115.3
Functional Components and Interfaces


115.3.1
DM Scheduling Enabler Server


115.3.2
DM Scheduling Enabler Client


125.3.3
User Interface


125.3.4
OMA DM Enabler and Other DM Enablers


125.3.5
Interfaces


125.4
Flows


13Appendix A.
Change History (Informative)


13A.1
Approved Version History


13A.2
Draft/Candidate Version <current version> History




Figures

10Figure 1: Example Diagram of an Architectural Model




Tables

Error! No table of figures entries found.
1. Scope
(Informative)

This document describes the architecture of the DM Scheduling Enabler. The architecture is based on the requirements and the use cases included in [DMSCHED-RD], and described at high level as believed to be significant from the architectural point of view. The dependency that DM Scheduling Enabler has upon other DM Enablers including OMA DM Enabler is also addressed.
2. References

2.1 Normative References

	[RFC2119]
	Key words for use in RFCs to Indicate Requirement Levels, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	[DMSCHED-RD]
	OMA Device Management—Connectivity Management Object Requirements,
Open Mobile Alliance™, OMA-RD-DM_ConMO-V1_0, URL:http://www.openmobilealliance.org/ 

	[OMA-DM]
	OMA Device Management, Version 1.1.2,
Open Mobile Alliance™, OMA-ERELD-SyncML_DM-V1_1_2, 
URL:http://www.openmobilealliance.org/

	[DMSTDOBJ]
	SyncML Device Management Standardized Objects, Version 1.1.2,
Open Mobile Alliance™, OMA-SyncML-DMStdObj-V1_1_2,
URL:http://www.openmobilealliance.org/

	[DMSCHED]
	


2.2 Informative References

	[ARCH-PRINC]
	OMA Architecture Principles V1.2, OMA-ArchitecturePrinciples-V1_2, Open Mobile Alliance™, URL:http://www.openmobilealliance.org/

	[FUMO]
	



3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

	Device
	In this context, a Device is a voice and/or data terminal that uses a Wireless Bearer for data transfer.  Device types may include (but are not limited to): mobile phones (GSM, CDMA, 3GSM, etc.), data-only terminals, PDAs, laptop computers, PCMCIA cards for data communication, and unattended data-only Devices (e.g., vending machines). 

	Device Description Framework
	A markup language used to describe OMA DM object schema; may be used in a standardized specification to describe the characteristics of conformant implementations or published by a vendor to describe a particular device impelementation.

	Device Management Authority
	Any legal entitity authorized, either directly or through delegation, to perform management operations on a terminal using the OMA Device Management protocol through a set of management objects.

	DM Client
	An abstract software component in a Device implementation that conforms to the OMA Device Management Enabler static conformance requirements specified for DM Clients. It servers as an end-point of the DM Client-Server Protocols including the one described in this architecture document.

	DM Server
	An abstract software component in a deployed Device Management infrastructure that conforms to the OMA Device Management Enabler static conformance requirements specified for DM Servers. It servers as an end-point of the DM Client-Server Protocols including the one described in this architecture document.

	Management Object
	A schema for configuration settings that an OMA DM client exposes to OMA DM servers for management operations defined in the OMA DM Enabler [OMA-DM].

	Scheduling Context
	A piece of informations created by the DM server and shared by both the DM server and the DM client. The infomration in the DM server and the DM client may be different but most of them are equal, and hence needs to be synchronized.

	Scheduling Message
	A DM message that is used to deliver the DM server’s request to configure the Scheduling Contexts and the report sent from the DM client to indicate the DM server of the status changes on the Scheduling Contexts in the Device.

	Status Reporting
	It is the sending of Generic Alert to the DM server to inform the interested events occurred in the Device with regards to the Schedules under the control of the server.


3.3 Abbreviations

	DDF
	Device Description Framework

	DM
	Device Management

	DMA
	Device Management Authority

	DMS
	Device Management Server

	MO
	Management Object 

	OMA
	Open Mobile Alliance


4. Introduction
(Informative)

Continually expanding mobile application service gives rise to the growth in the number of Devices with different types and functionalities. Such a growth has made it more difficult and expensive to manage the Device providing satisfactory customer support at the same time. To meet the market demands, the need for more flexible and cost-effective specifications are arising.

DM Scheduling Enabler aims to further reduce network operation cost by offline processing of the scheduled management commands, and enhance user experience by providing a better user interaction functions, earlier response time to the local events of the device, etc. DM Scheduling Enabler will provide special capabilities of processing management actions and/or other types of actions in given times and conditions according to the schedule set by the management systems in advance.

In addition, DM Scheduling Enabler can be also seen as common scheduling platform which can be utilized by general applications or other DM Enablers, and can be managed by the remote DM server.

DM Scheduling Enabler leverages the functionality of the existing Enablers, especially on the OMA DM Enabler to transport the Scheduling Messages between the Device and the DM server, to execute the scheduled tasks, etc.  Also, the functionalities provided by other DM Enablers such as [FUMO] are re-used while running the Schedules in the Device.
4.1 Use Cases
No extra Use Cases are planned. 

Current Use Cases for DM Scheduling can be found at [DMSCHED-RD].
4.2 Requirements

No extra Requirements are planned. 

Current Requirements for DM Scheduling can be found at [DMSCHED-RD].
4.3 Planned Phases

At the moment of writing, there is no future planned phase additional to the descrbed architecture in this document.

5. Architectural Model

5.1 Dependencies
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Figure 1: Relation between DM Scheduling Enabler and other Enablers.
OMA Device Management [OMA-DM] Enabler
The DM Scheduling Enabler depends upon the OMA Device Management Enabler. The version of OMA Device Management Enabler referenced in the described architecture is V1.2 Enabler release or higher. It is also known as OMA DM Base Protocol. The DM Scheduling Enabler resorts to OMA Device Management Enabler for the execution of scheduled management tasks and the transports for the Scheduling Messages between DM Client and Server. 
Other DM Enablers
The DM Scheduling Enabler depends on other Device Management Enablers for the execution of scheduled management tasks supported by one of them. Those Enablers include but not limited to the Management Object Enablers (FUMO, for example) owned by OMA or other standard bodies and DiagMon Enabler. DM Scheduling Enabler receives indication of Trap events through the DiagMon Enabler originating from various Trap sources such as Radio Software, device drivers, etc. Note that these Enablers also have dependency on the OMA Device Management Enabler.

DM Web Service Interface Enabler [DM-WSI]
The Scheduling functionalities are publicized and provided to the External Entities through the DM Web Service Interface Enabler. The DM Web Service Interface Enabler makes it possible for the External Entities to make use of the Scheduling functionalities provided by the Device Management System from outside. 
5.2 Architectural Diagram
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Figure 2: Device Management Scheduling Architecture

[Note: User Interface and DMS-2, DMS-3 interface are not the scope of the DM Scheduling Enabler. They are all subject to be defined by the Device implementation
. The DM-4 interface will be defined in [DMWSI]. The dotted arrow shown in the diagram is only for the purposes of illustration to give an idea of how each different DM Scheduling functions are logically linked.]
5.3 Functional Components and Interfaces

5.3.1 DM Scheduling Enabler Server
5.3.1.1 Scheduling Context Management Function 
Scheduling Context Management Function (SCMF) is the DM server function that creates, installs, and manages the Scheduling Contexts in the Device. When a Management Authority requests to run a Schedule of management tasks in the Device, the Scheduling Context Management Function creates a Scheduling Context for the Schedule and installs it into the Device through the DMS-1 interface. The Scheduling Context Management Function takes care of further requests from the Management Authority to modify or remove the already created Schedules. In addition, it also receives the messages from the Device indicating the status changes to the Schedules in the Device. When it receives the messages, it reports them to the Management Authority. 
The described architecture does not mandate that the DM server have its own copy of the Scheduling Context, but it is recommended since it allows fast management operations by eliminating the steps for the DM server to walk through the DM tree again whenever, for example, it needs to process the received message from the Device, or the new requests on the existing Schedules from the Management Authority.

5.3.1.2 Status Reporting Processing Function 
The Status Reporting Processing Function receives the Status Reporting from the Device, parses it, and routes it to the identified reciepient of it for firther processing of the report.

5.3.2 DM Scheduling Enabler Client
The DM Scheduling Enabler Client is the abstract software component in a Device implementation that servers as an end-point of the DM Scheduling Protocol defined in [DMSCHED]. The DM Scheduling Enabler Client is responsible for receiving, checking, configuring, and running the schedules in the Device. The DM Scheduling Enabler Client is also able to interface with User Interface, OMA-DM Enabler, and other DM Enablers for that purpose.
5.3.2.1 Scheduling Context Configuration Function 
Scheduling Context Configuration Function (SCCF)
 of the DM Scheduling Enabler Client is responsible for the installation of new Schedules in the Device, the reconfiguration of the existing Schedules, and the removal of the Schedules out of the Device. Usually, the operation begins by receiving the Scheduling Messages from the DM server, but it may also start from the User requests. When the Scheduling Messages are received from the DM server, they are authenticated and then verified to the extent possible. That is, the Device will check the message for correctness in grammer, if the server has sufficient access rights for the request, if there is any wrong configuration, and if it is capable to run them.  After completion of the authentication and verification task, the Schedules are stored in the DM Tree of the Device. Note that only one DM server is allowed to access the Schedule. It can be the one that created the Schedule or the one that is given the task of managing the Schedule created by the Device. 
The User is able to be informed of the Scheduling Context configuration request from the DM server, and provided with the chance to confirm or reject the request, or select one among a set of options proposed. The User is also able to view the list of the Schedules, and if it is allowed may change, suspend, and terminate them. In that case, Scheudling Context Cofiguration Function should make sure the User request is valid and do whatever is necessary to serve the request.
Note that the Schedules can be created locally by the Device itself.
 The Device may or may not allow any DM server to access and manage a certain aspects of the locally created Schedules by giving sufficient rights to the server for accessing the Schedules. The Device may send a notification to the server to help it recognize the locally created Schedule, or otherwise, let the DM server walk through the DM tree to find it. 
5.3.2.2 Condition Matching Function 
Condition Matching Function (CMF) is responsible for monitoring and detecting the times (or Conditions) when the scheduled tasks are supposed to be executed. Three possible sources can be used to set up the Condition are as follows:
· Timer: the given points in time, duration, periods, or intervals as synchronized to the timer in the DM server.
· Trap Events: the indication as well as the related data received from the source of the Trap, which includes the protocol stacks developed by other standard body, other OMA Enablers, and device driver software.
· Threshold Crossing Events (TCE): the point where the value of target management object crosses the given thresholds, or the value range.
Different types of the sources can be mixed together to form a combined condition. 
The Condition Matching Function should guarantee that it meets the performance requirements related to the monitoring and matching behaviour as given in the Schedules. 
5.3.2.3 User Interaction Function 
The User Interaction Function (UIF) provides a client-driven user interaction functions. User Interaction Function is responsible to meet the usability and privacy requirements in [DMSCHED-RD]. For example, when there is a condition match User Interaction Function makes sure, before executing the scheduled tasks, that the necessary user interactions are performed as specified in the given Scheduling Context, which may include the documents that the Device will look up to find out what the required user interactions are. The provided functions also include giving short description about the Scheduling Context, prompting the user about the tasks to be processed and getting inputs from the User, allowing the access to the Schedules so the User may view the list of the Schedules, choose, and change them. Note that the User can access only to the Schedules allowed by the DM server. Also note that User Interaction Function may be bypassed when there is nothing specified in the Scheduling Context for the user interaction.
5.3.2.4 Task Execution Function 
The DM Scheduling Enabler has to make sure the scheduled tasks are being executed at the specified times and conditions. The Task Execution Function (TEF) is the logical component within DM Scheduling Enabler that takes care of the responsibility. The management tasks given in the Schedules will not be executed alone by the DM Scheduling Enabler but together with other DM Enablers including OMA-DM Enabler. The tasks supported by other DM Enablers will be presented to them for further processing.  The messages resulting from the operation will be returned to DM Scheduling Enabler where they might be thrown away or be properly formatted and sent back to the DM server.
5.3.2.5 Gating Function
The DM server may need to get updated for such informations as how well the scheduled tasks are being processed. The Gating Function (GF) is responsible for this. When the scheduled tasks cannot be processed correctly, the DM server that created the Schedule should be aware of it and do something to fix the problem as soon as possible.  In that context, the DM server when creating a Scheduling Context specifies of which results it wants to be reported. The Device will look up the specification and make decision on whether or not a result obtained from the processing of the scheduled tasks are to be sent to the server.  Note that only the results that the DM server is interested to know will be reported.  But, most of the results but errors would be the one that the server is not interested in
, so they would be gated off and discarded.
5.3.2.6 Status Reporting Function
Once the Schedules are installed in the Device and running, some events occurred to them should be reported to the DM server. The reports are contained in the properly formatted message called Scheduling Message, and delivered to the server using the Generic Alert mechanism defined in [OMA-DM]. Note that only the events that the DM server is interested in are going be reported.  For example, the results obtained from processing the scheduled tasks may be reported back to the server depending on the characteristics of the results, or the errors occurred during the condition monitoring process could be reported.  In addition, the status changes resulting from the User’s request to modify, suspend, or terminate may also be reported.  
5.3.3 User Interface

The User Interface is the abstract software component in a Device implementation that realizes getting User inputs, displaying some information and graphical UI components on the screen of the Device, generating sounds, etc. The Device should implement the User Interface that is essential to provide the User Interaction Functions of the DM Scheduling Enabler as described in section 5.3.2.3. The User Interface and the DMS-2 interface between the User Interface and the DM Scheduling Enabler Client is the scope of the implementation
.
5.3.4 OMA DM Enabler and Other DM Enablers
These Enablers are defined in and are the subject of other DM specifications. When the DM Scheduling Enabler is executing the scheduled tasks (TEF), the tasks supported by other DM Enablers will be presented to them for further processing in order to leverage the functionalities provided by other DM Enablers. On top of that, OMA DM Enabler will be used by the Scheduling Context Management/Configuration Function, Status Reporting and Processing Function. The DM-3 is the interface between those other DM Enablers and the DM Scheduling Enabler Client and the Server is the implementation specific and thus not the scope of the described architecture.
 
5.3.5 Interfaces

5.3.5.1 DMS-1 
The DMS-1 is the interface between the DM Scheduling Enabler Client and Server to deliver the Scheduling Messages defined in [DMSCHED]. The interface is used by DM Scheduling Enabler Client and Server when they are performing Scheduling Context Management/Configuration Function, Status Reporting and Processing Function. The interface is layerd on top of the protocols defined in [OMA-DM]. Therefore, although not shown in the figure, the interface is tightly coupled with the OMA DM Enabler. 
5.3.5.2 DMS-2
The DMS-2 is the interface between the User Interface and the DM Scheduling Enabler Client. The DMS-2 interface is not the scope of the described architecture. 

5.3.5.3 DMS-3
The DMS-3 is the interface between the DM Scheduling Enabler Client and the other DM Enablers including OMA DM Enabler by which the other DM Enablers are asked to process the given management tasks by the Task Execution Function of the DM Scheduling Enabler Client. The interface is implementation specific.

5.3.5.4 DMS-4
The DMS-4 is the interface through which the external entity is allowed the access to the DM Scheduling functionalities. The interface will be specified in [DM-WSI]. 

5.4 Flows
In this section, a few basic flows of the DM Scheduling Enabler are selected and described at high level as believed to be significant from the architectural point of view.
5.4.1 Scheduling Context Creation
When a Management Authority requests to run a Schedule of management tasks in the Device using the mechanism defined in [DM-WSI], the Scheduling Context Management Function creates Scheduling Contexts for the Schedule and sends a request to the Device to install them. At the same time, the DM server may store its own copy of the Scheduling Contexts in the memory.
 Receiving the request, the Device authenticates the DM server and verifies it to the extent possible. During the verification process, the necessary user interactions may optionally be performed. After successful authentication and verification, the Scheduling Contexts are installed in the DM Tree of the Device, and the DM server will receive a confirmation that the requested Scheduling Contexts are installed. Finally, depending on the protocol topology 
of the [DM-WSI], the Management Authority receives an indication or confirmation about its request to run a Schedule.
In Figure x
, the DM Scheduling Enabler functions relevant to creating the Scheduling Context are shown.
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Figure 3: Device Management Component Architecture

5.4.2 Running the Scheduling Context
After being installed, the Scheduling Contexts are to be run by the Device. It means that they are continuously monitored and checked for the condition matches. When the condition matches are detected, the User Interaction Function will be performed as necessary where the User may or may not give an authorization to continue processing the task. Usually, the other DM Enablers including OMA DM Enabler will be leveraged to process the scheduled tasks and the messages resulting from it may be sent back to the Management Authority via DM server.  In Figure x
, the DM Scheduling Enabler functions relevant to running the Scheduling Context are shown.
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Figure 4: Device Management Component Architecture
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�Reference?


�I think the client box should have the functions just listed, not with boxes around them because this has the implication that interfaces will be defined between the boxes.  Arrows between the function names is OK.   Just remove the boxes around the names of the functions; same in Server b ox


�Does this mean that DMS2 and 3 are not going to be part of spec?  If true, do not label them – they are proprietary.


�Delete this paragraph.  It is not part of the spec (not even a MAY); it is a product implementation option.  Such things are not in specs.


�What routing is required if there is only one other function in the server component?


�SCCF (and other functions in this section) are not components (which are intended to be reusable entities because they do NOT define explicit compliant interfaces (ie to permit any vendor’s SCCF to interoperate with any vendor’s CMF).


�Some appl in the Device can use the DMS1 interface to send schedules just like the DM Server?   Or is this just a proprietary interface/way to provide schedules?


�Not sure what this trying to say


�“Is out of scope of this enabler”?  If true, then do not include in this section which identifies the interfaces and components of the enabler.


�This sentence is contradictory.  If DM-3 is the category of interfaces to other enablers, then it is specified by OMA and NOT implementation specific.  It seems these are interfaces to other enablers.  If so, you must specify in AD which other enablers that this enabler makes use of.  If this is a bucket for whatever might be needed, delete it until you know what is needed.  If it is interfaces into this enabler, then the interface should be explicitly specified just like DMS1.


�Then don’t include it if you are not going to spec it


�This is just like interaction between 5.3.2.x functions above – not defined by OMA and therefore not an interface.  Remove.


�Remove – not part of spec (optional implementation feature, not depended on by spec)


�Don’t know what a protocol topology is?


�Need a reference here?


�Might consider inserting numbers in the text above to correlate with the flows in this diagram


�Reference?


�I would not show them as boxes,  but separate bullets (using the names given in the boxes).
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