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1. Scope
(Informative)

<< Briefly describe the scope of this document – how it presents the architecture of this particular enabler.  Include an explanation of how this architecture relates to Open Mobile Alliance activity.  If it adds clarity, also describe what is not in the scope of this architecture.  DELETE THIS COMMENT >>

2. References

The policy and guidelines for references, particularly to material from other organizations, is available at http://member.openmobilealliance.org/ftp/tp/gen_info/Reference.shtml, the following is a brief summary:

1.
OMA documents listed should have at least one approved version – draft-only docs should not be referenced.  Exception exists for reference use in documents that will be approved with or after a referenced doc is approved (may be part of same enabler package).  In short – approved docs should not reference unapproved docs.

2.
When a reference is made to an OMA specification, then Open Mobile Alliance with the TM symbol (™) should be used in the description.

3.
The name + version (no date) for OMA specifications are generally sufficient – dates should be used only if there is a specific reason to limit the usage.

4.
For references to WAP Forum docs, dates should not be included as DID's for the old WAP Forum specifications are enough and the reference description should refer to WAP Forum™.

5.
References to other docs should similarly provide sufficient information to uniquely determine the needed document and should provide the appropriate source information.

6.
The URL for OMA material (new OMA and affiliate) should always be http://www.openmobilealliance.org (an exception is OMNA that is reached through http://www.openmobilealliance.org/tech/omna)

Models to use


[REFLABEL]
<General Model> “Ref Title”, Ref information (source, date, id),
URL:http//<ref-source>/ 


[OMADOC]
<OMA Model> “OMA Document Title”, Open Mobile Alliance™, OMA‑<docname>{‑<version>}, URL:http//www.openmobilealliance.org/ 

If there are no entries in the table – enter ‘none’ to be clear.
DELETE THIS COMMENT

2.1 Normative References

	[OSE-TS]
	“OMA Service Environment” Open Mobile Alliance, OMA-TS-Service-Environment-V1_0_1,
URL: http://www.openmobilealliance.org/

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	[OSPE-RD]
	“OMA Service Provider Environment Requirements”, Open Mobile Alliance,
 OMA-RD_OSPE-V1_0, URL:http://www.openmobilealliance.org/ 

	
	

	
	<< Add/Remove reference rows as needed! >>


2.2 Informative References

	[ARCH-PRINC]
	“OMA Architecture Principles”, <doc ref>, URL:http://www.openmobilealliance.org/

	[ARCH-REVIEW]
	“OMA Architecture Review Process”, <doc ref>, URL:http://www.openmobilealliance.org/

	[OMA-DICT]
	“OMA Dictionary”, <doc ref>,URL:http://www.openmobilealliance.org/

	
	

	
	<< Add/Remove reference rows as needed! >>


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

<<The Architecture Document is assumed to contain normative material and is expected to use the previous two paragraphs, if not (is it really an AD?), replace it with the following paragraph.  DELETE THIS COMMENT >>

.

<<If needed, describe or declare using appropriate normative references the additional conventions that are used.  DELETE THIS COMMENT >>

3.2 Definitions

3.3 For the purposes of the present document, the terms and definitions given in [OMA-DICT] and the following apply:
<< Add definitions in new rows of the following table as needed.  Delete all definitions that are not used in the document.
DELETE THIS COMMENT >>

	Interface
	See [OMA-DICT].

	Request 
	An articulation of the need to access a resource (e.g. asynchronous events).

	Requestor
	Any entity that issues a request to a resource.

	Resource
	Any component, enabler, function or application that can receive and process requests


3.4 Abbreviations

3.5 For the purposes of the present document, the abbreviations given in [OMA-DICT] and the following apply:
<< Add abbreviations as needed to the following table.  DELETE THIS COMMENT >>

	BAC
	Browser And Content

	BCAST
	Mobile Broadcast

	EE
	Execution Environment

	GS
	Game Services

	LCM
	Life Cycle Management

	LOC
	Location

	MCC
	Mobile Commerce and Charging

	OMA
	Open Mobile Alliance

	OSPE
	OMA Service Provider Environment

	PEEM
	Policy Evaluation, Enforcement and Management

	PM
	Provisioning Manager

	PoC
	Push-to-Talk over Cellular

	PROM
	Process Manager

	SEC
	Security

	SLT
	Service Level Tracing

	TM
	Tracing Manager


4. Introduction
(Informative)

<< Describe the high level architecture in greater detail than provided in section 1.  From a market perspective, this section should answer the following questions (in prose):

What is the purpose of this architecture?

What problems does this architecture solve?

DELETE THIS COMMENT >>

4.1 Planned Phases

<< Specify where this architecture is within the projected phases (e.g. phase 1.0, phase 2.0, etc.).  If the current phase is greater than phase 1.0, briefly describe how this version of the architecture differs from the previous version.  It may be appropriate to include a separate sub-section for the various phases. 

If no additional phases are planned beyond this architecture then state so.

DELETE THIS COMMENT >>

4.2 Security Considerations

<<Describe possible security considerations that may arise due to the architecture proposed. Particularly please consider the following issues:

Does the AD introduce any functionality that may require a review by the Security Group?

Does the AD define or make use of any security features? (e.g. Authentication, Encryption, etc). If so please list potential security threats that lead to the introduction of these security features.  Please reference the relevant security sections

Is any security functionality needed by the enabler and considered outside the scope of the AD? If this is the case please state in this section. 

DELETE THIS COMMENT >>

5. Architectural Model

<< This section defines the enabler’s architectural model.  The model identifies: a) all internal functional components of this enabler, and b) all of the communication relationships between the components of this enabler and with other enablers and applications (including those specifications not defined by OMA).

This section SHOULD contain a diagram of the architecture.  Diagrams in this section should contain logical entities only and not conflate logical entities with physical entities.  However, mobile terminals and networks may be shown because of their potential relevance in the design of the architecture.  Figure 1 is an illustrative example of an architectural diagram and should be modified to reflect this architecture.

Working Groups SHOULD re-use functions specified by other enablers.  Working Groups should consult other Architecture Documents and Specifications to identify any of this architecture’s functionality (e.g. its systems, subsystems, interfaces, etc) that is already specified. 

This section MAY include an explanation and/or diagram to show how this architecture relates to the various views (i.e. the reference point view) defined in  “Inventory of Architectures and Services”.  This diagram and explanation, however, are optional.  

DELETE THIS COMMENT >>

OSPE focuses on life cycle management (LCM) and service level tracing (SLT). OSPE Enabler is one of the ways to realize part of the Execution Environment (EE) in OSE. OSPE will comply with OSE principles described in [OSE-TS].
5.1 Dependencies

<< This section MUST enumerate all of the dependencies this architecture has.  Dependencies in this context include other enablers, specifications, etc. this enabler calls (i.e. re-uses).  Each dependency MUST include a reference to the document(s) that specifies the depdency.  All of these references MUST also be included in Section 2.1.

The enumeration would be along the lines of a list with entries such as

    - IMAP binary extension [RFC3516]
where the reference (e.g. RFC3516 in this example) would link to the fully qualifed reference in section 2.1 table.

If this architecture has no dependencies, then this section only needs to contain a statement as such.

DELETE THIS COMMENT >>

According to OSPE requirement document [OSPE-RD], OSPE will focus on

1) Life cycle management

OSPE will support automated deployment (including configuration, installation, activation, publishing) and removal/withdrawal of components, applications and services.

2) Service level tracing

Service Level Tracing is the ability to capture and log all relevant information at each component within a service chain, associated with a specific service that is initiated either by an end user or a component.

Because services are executed by one or several enablers,  OSPE has to interact with all OMA enablers and some non-OMA resources to make the activities of life cycle mangement (LCM) take effect. The interaction can include but not be limited to

· configuration

· notification

· status report

· data retrieving

and so on.


Figure 1.Relation between OSPE Enabler and other OMA Enablers

Editor’s note: Figure should include a legend or key to identity the varios components. It is e.g. not clear what exactly “blue” boxes represents, e.g. OMA enablers or OMA WGs ? (e.g. OMA MCC). “ Furthermore, “other OMA Enablers” may need an explanation (assumed to refer to examples of other OMA enablers, not all existing/planned ones).
5.2 Architectural Diagram
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Figure 2. OSPE Enabler Architecture
Editor’s note: the deployment aspects of this figure will be removed and may appear in an Appendix
Editor’s note: ensure consistency between terminology in the figure and the text in this AD
Figure 2 illustrates OSPE architecture and relationship with other resources. As shown in Figure 2, the OSPE enabler consists of following components: 
At the server side, Process Manager controls the processes of LCM and SLT. Provisioning Manager and Tracing Manager support the Process Manager as they get the Process Manager’s requests and execute configuration and tracing functions respectively. Tracing Manager also retrieves or receives tracing information from target resources.
OSPE Provisioning Agent and Tracing Agent (if needed) located in target resources applies the client-part functions of LCM/data configuration and resource tracing function.  

5.3 Description of Components and Interfaces

<< This section describes all of the architecture’s functional components and interfaces. Each of the components should be described in a separate subsection and MUST contain at least the following information:

Name

Description

Responsibility (e.g. what does the component do/perform)

Each component SHOULD have at least one interface that can be used by some other functional component, enabler, application, etc.

All of the interfaces should be described in this section.  The interfaces MUST be described in a language-independent way as required by [ARCH-PRINC].

Each interface description MUST include at least the following information:

Name

Description

Entities in this enabler that will use the interface 

Interface naming convention: The name of an interface consists of one, two, or three characters, followed by a dash, followed by a running number (starting at “1” and counting upwards in steps of 1 for each new interface).  Each work group decides about the character(s) for their interfaces as long as there is no duplication with already existing names (work groups can consult ARCH to confirm).  Interface names should be chosen in an intuitive way to allow easy recognition of the interface (e.g. based on what functionality is communicated over the interface).  Some examples are:

     B-1
B stands for “Browsing”

     POC-5
POC stands for “Push to Talk over Cellular”

     MMS-7
MMS stands for “Multimedia Messaging”

DELETE THIS COMMENT >>

This section describes the components and interfaces identified in Figure 2. 

OSPE components include:

· Process Manager (PROM): controls process of  service management (LCM and SLT) and component management (LCM). It also sends notification information to target resources.
· Provisioning Manager (PM): a component that generates LCM configuration messages (a message that changes the LCM status of a service or a component, e.g., service deploying/withdrawn, service activating/deactivating, component start/stop/pause/update) and data configuration messages (a message with specific data that configures or updates data in target resources) and sends them to target resources.
· Tracing Manager (TM): a component that generates tracing related messages and sends them to target resources. It is also responsible for retrieving or receiving tracing data from target resources and reporting to PROM.
· Provisioning Agent (PA): a client-part component that receives LCM configuration messages and data configuration messages from OSPE PM and applies the required action to target resource. PA resides in the target resources and is optional for implementation if the target resource supports the corresponding configuration interface.
· Tracing Agent (TA): a client-part component that receives tracing related messages from OSPE TM and applies the required action to target resource. TA resides in the target resources and is optional for implementation if the target resource supports the corresponding tracing interface.

Editor’s note: verify completeness of the list against the OSPE RD

The following is a list of OSPE interfaces:

· OSPE-1 (OSPE request interface)

· 
· OSPE-3 (OSPE notification interface)
· OSPE-4 (OSPE provisioning interface)

· OSPE-5 (OSPE tracing interface)

· OSPE-I-1 (OSPE inter-server provisioning interface)
· OSPE-I-2 (OSPE inter-server tracing interface)
Editor’s note: OSPE-2 has been deleted, it may be considered if OSPE-2 should still be in the list marked as “void”/unused or e.g. a renumbering of the interfaces (e.g. OSPE-5 to OSPE-2) may be more appropriate to avoid any potential confusion regarding the interface numbering.
In addition to OSPE components and interfaces, there are other elements represented in Figure 2 for a better understanding of the architectural diagram. The following is a list of other elements identified in Figure 2:

· OSPE Requestor
· Anentity that requests OSPE enabler to perform service and component life cycle operation, e.g. service/component deploying, activating/deactivating, upgrading, withdrawing, and service packaging. It also requests SLT operations. OSPE requestor can be the service provider’s business/operating supporting system, network OAM system, or other systems that need to issues LCM or SLT requests in the service provider environment.


· Target Resource
· Any resource that receives information and message from OSPE-4 and OSPE-5:
· Any OMA enabler/component whose life cycle is managed by OSPE and needs to execute LCM operations, data configuration operations, and/or tracing operations. 
· Any resource that is involved in an OSPE managed/traced service and needs to execute LCM operations, data configuration operations, and/or tracing operations.
· Any resource that receives notification message from OSPE-3:
· Any resource that is involved in service/component LCM and SLT and needs to be informed (in order that some actions can be taken) according to data and status change of some components and services. These entities include: enablers supporting services in OSE environment, such as Authentication, Authorization, Charging, PEEM; 3rd party service system to share the information of the services and components; Backend systems, such as service catalogue, service subscription system, and network management systems; other component and related systems.
· 
· 


5.3.1 Components


Editor’s Note: the question whether these are components or functions is not resolved
5.3.1.1 PROM (Process Manager)
The PROM  provides basic mechanism for service providers to create, design, execute and manage the service/component LCM and SLT process according to SP’s own requirements.
PROM should provide mechanisms for service providers to define and manage LCM and SLT process. When receiving a request from OSPE requestor, PROM decomposes the request into several sequential actions (include provisioning actions, tracing actions, and notification actions) based on pre-defined process and the dependency defined in service/component data. Provisioning actions and tracing actions are sent to PM and TM respectively to be executed. The notification action is executed by PROM sending notification messages to target resource directly so that the target resource acts accordingly. Note that the process may include steps of interactions between OSPE and requestor. This function is supported by OSPE-1 interfaces. 

PROM supports the following two functions: service management and component management.


5.3.1.1.1 Service Management


PROM should enable service providers to define and manage the processes for service LCM, which include deploying, activating/deactivating, modifying, upgrading or withdrawing services. PROM should also be able to process the service LCM requests by decomposing the incoming requests into sequential actions for execution. PROM should ensure all the pre-conditions and post-conditions to be fulfilled before/after these activities are executed. The data dependency of service and component also need to be maintained. Moreover, management of different versions of service should be supported by PROM.
In order to support the functions mentioned above, PROM shall support registration and management of service related data, including service information, service template, service subscription template, provisioning template, service dependency, service-component dependency, etc. 


PROM should support definition and management of processes for SLT. PROM should also be able to decomposing the SLT requests into several sequential provisioning, tracing and notification actions and execute them.  




5.3.1.1.2 Component Management

According to OSPE requirement document [OSPE-RD], component is a replaceable/reusable unit in a service provider system that is responsible for a particular set of functionalities and associated information. A component forms part or all of an enabler. 

PROM should support management of the life cycle of components by defining processes for component LCM. It should enable service providers or operators to deploy, activate/deactivate, modify, upgrade or withdraw components.  PROM should ensure all the pre-conditions and post-conditions to be fulfilled before/after these activities are executed. OSPE should also maintain the dependency between enabler and its components. Moreover, management of different versions of component should be supported by PROM.
In order to support above functions, PROM shall support registration and management of component related data, including component information (e.g., version, LCM status), registered interfaces, component provisioning template, component dependency, etc. 
5.3.1.2 PM (Provisioning Manager)
PM is responsible for sending LCM configuration (e.g. activation/inactivation) and data configuration (e.g., initiate/update some service information data) messages to target resources.

PM receives specific provisioning request from PROM, then generates the appropriate provisioning message for the target resource. PM is responsible for:

· Generating and sending messages that change the LCM status of service and component, e.g. start/stop/restart of a specific application of a service, resetting/update of a specific component, etc.

· Generating and sending messages that insert or modify data in target resources.
In order to support functions mentioned above, PM shall maintain the provisioning methods of different target resources (e.g., resource ID, URL, IP address, port, interfaces bindings).
5.3.1.3 TM (Tracing Manager)
TM is responsible for invoking tracing activities (e.g. online tracing initiation and offline logs retrieval) on a particular resource.

TM receives tracing requests from PROM, then generate appropriate tracing commands for the target resource. TM should be responsible for: 

· 
· Generating and sending tracing initiation/information messages to start the tracing function in target resources.
· Instructing target resources to mark a component for tracing a service..
· Retrieving or receiving tracing data.
· Correlating tracing data and report it to PROM.
In order to support functions mentioned above, TM shall maintain the tracing and data retrieving methods of different target resources (e.g., resource ID, URL, IP address, port, interfaces bindings).
.

5.3.1.4 PA (Provisioning Agent)
PA is a client-side module that is responsible for executing LCM configuration and data configuration in a target OMA enabler or component (e.g. POC enabler, BCAST enabler, charging enabler and so on). Logically PA is integrated within the target resource.  


PA is optional for implementation if target resource exposes OSPE-4 (provisioning interface) to OSPE.
5.3.1.5 TA (Tracing Agent)
TA is a client-side module that is responsible for executing tracing actions and reporting tracing data in a target OMA enabler or components  to OSPE.  Logically TA is integrated within the target resource.


TA is optional for implementation if target resource exposes OSPE-5 (tracing interface) to OSPE.
5.3.2 Interfaces


Editor’s note: service level tracing related text is to be revisited based on OSPE RD


5.3.2.1 OSPE-1 (OSPE requests interface)
OSPE-1 is the interface for interaction between OSPE requestor and PROM. Requests of service LCM, component LCM, and service level tracing are supported by this interface. PROM receives the request from OSPE requestor and returns corresponding results to the requestor through OSPE-1 interface.

The OSPE-1 interfaces shall support following functions:

· Services LCM requests (e.g., install, activating/deactivating, modifying, upgrading, packaging, or withdrawing a service).
· Components LCM requests, (e.g., activating/deactivating, modifying, upgrading, or withdrawing a component).
· Service/component data configuration, synchronization, and/or notification requests.
· 
· Service/component data retrieving requests.
· Service tracing requests.
· Services tracing data retrieving requests and reporting.
· 
· 
In addition, this interface may support access authorization.

5.3.2.2 


· 
· 
· 
· 


5.3.2.3 OSPE-3 (OSPE notification interface)

Editor’s note: subscription step is for further study

Editor’s note: it is recommended to use this text elsewhere “When a service/component management request is received from OSPE-1/2 (such as service activation/inactivation), the request is decomposed into several steps, in which there may include action of notifying target resources about some information (notification). The notification action is applied to target resources via OSPE-3 so that the target resources act accordingly.”
OSPE-3 is the interface used by OSPE to issue a notification request to target resources. For example, when stopping a running component X, OSPE issues a notification to enablers or components related to component X via OSPE-3, notifying the status changing of the component. OSPE-3 interface is the I1 interface that is specified by OSPE and should be supported by enablers in OSE.
The OSPE-3 interfaces shall support the following functions:

· Notify target resources about status and/or configuration change of any components.
· Notify associated resources about status and/or configuration change of any services.
· 

5.3.2.4 OSPE-4 (OSPE provisioning interface)

Editor’s note: it is recommended to use this text elsewhere “Provisioning agent resides in target resources and applies provisioning execution action. When a service/component management request is received from OSPE-1/2 (such as service activation/inactivation), the request is decomposed into several steps, in which there may include actions about configuring some data to target resources. The configuration command and data is sent to provisioning agent implementation resides in target resource via OSPE-4. The provisioning agent performs the action and returns a result to the Provisioning Manager implementation.”
OSPE-4 is the interface used by OSPE to issue a configuration request to PA. 

OSPE-4 interfaces may support the following functions:

· Sending  LCM configuration messages to target resources.
· Sending  data configuration messages to traget resources.
 

5.3.2.5 OSPE-5 (OSPE tracing interface)

Editor’s note: it is recommended to use this text elsewhere “Monitoring Agent implementation (resides in targeted resource) receives the query and returns the required data to the Monitoring Manager. The monitoring result may be reported automatically or periodically after a query is issued via OSPE-5.”
OSPE-5 is the interface for sending tracing commands to and retrieving/receiving tracing data from targeted resources.

The OSPE-5 interfaces shall support the following functions:

· Sending tracing initiation/termination messages to target resources.
· 
· 
· Sending marking commands to target resources.
· Retrieving or receiving tracing data from target resources.

5.3.2.6 OSPE-I-1 (OSPE inter-server provisioning interface)
Editor’s note: it is recommended to use this text elsewhere “. The Processing Management is responsible for life cycle management of components, applications and services. When processing management of service such as activation/inactivation, the decomposed provision action is forwarded to the Provisioning Manager through OSPE-I-1. The Provisioning implementation performs the action and returns a result to the Processing Management. The OSPE-I-1 interface is designed for internal provisioning interaction in OSPE.”

Editor’s note: OSPE-I-1 and OSPE-4 need to have distinctive descriptions
OSPE-I-1 is the interface for PROM to send provisioning indications to PM. 

The OSPE-I-1 interfaces shall support the following functions:

· Indicating PM to generate and send components, applications and services LCM configuration message to target resources.
· Indicating PM to generate and send components, applications and services data configuration message to target resources.

5.3.2.7 OSPE-I-2 (OSPE inter-server monitoring interface)
OSPE-I-2 is the interface  for PROM to send tracing indications to TM and gather tracing data from TM. 

The OSPE-I-2 interfaces shall support the following functions:

· Indicating TM to generate and send tracing initiating/terminating messages to target resources.
· 
· Indicating TM to generate and send tracing related information to target resources.
· Indicating TM to generate and send marking messages to target resources.
· Indicating TM to retrieve tracing data from target resources.
· Getting tracing data from TM.
· 

5.4 Flows

<< The objective of this section is to describe the high-level logical flows between the architectural entities.

DELETE THIS COMMENT >>

5.4.1 Service level tracing

This flow describes the interaction between tracing management entities and terminal to finish a service level tracing.

5.4.1.1 Turn on service level tracing function
The following diagram shows how service provider turns on ‘tracing’.
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Figure 3. Turn on Service Level Tracing
When a service provider decides to turn on SLT for a service, the operator will send a tracing turn on request to the Process Manager. The Process Manager may then check the service catalogue to see which components are related with this service.  After that, the Process Manager asks Tracing Manager to send tracing turn on request to these components which are identified by Process Manager. The Tracing Manager sends this message separately to each Tracing Agent. Then theTracing Agent will activate its tracing function and start to check each service request to see if it needs to start the tracing. If the tracing has been successfully activated, the confirm message is sent back to the Tracing Manager.
5.4.1.2 Starting tracing from terminal
The following diagram shows how the SLT is running between terminal and OSPE components. 
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Figure 4. Starting tracing from terminal
Before starting a tracing session, the service provider should make sure that the tracing functions of related components are turned on.

When the service provider decides to start a SLT for a service, the Process Manager will firstly mark the user’s terminal. Then, when the user starts the service from the terminal, a trace token will be added to the message sent from the terminal to the next component.  The component receives the message and checks the token to see if it is needs to start tracing. If the message received has been marked with the token, the component starts tracing and recording the service execution. During the tracing, the log data shall be collected. During the service execution, the related outgoing messages shall be marked by the token and thus will the token be forwarded to other components. The following component will check the token and start tracing if needed. Tracing information will be transferred to the Tracing Manager. After receiving tracing information from Tracing Agent, the Tracing Manager may correlate the log data. The log data will be finally transported to the Process Manager through interface OSPE-I-2 and to the requestor through the interface OSPE-1.

5.4.1.3 Starting tracing by the help of tracing component
The following diagram shows with the help of tracing component, the SLT can be started without the limitation of terminal’s SLT function.
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Figure 5. Starting tracing by help of tracing component
Before starting a tracing session, the service provider should make sure that the tracing functions of related components are turned on.

For the terminal which doesn’t support SLT function, the Process Managemer will check which component will firstly receive a message from the terminal for the given service. Then, the Process Manager issues a message to the Tracing Manager to mark that component. The Tracing Manager will send the marking request to  Tracing Agent.  The user starts the service at the terminal. When the first component has received a message from the terminal, a trace token will be added to all outgoing messages related to that service sequence from that component. The component starts tracing; the logs data will be collected. .The following components will check the token and start tracing if needed. All of the log data will finally be transported to Process Manager through interface OSPE-I-2 and to the requestor through the OSPE-1 interface.
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