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1 Reason for Change

Large Object handling mechanism has been clarified by the following Agreed CR:

· OMA-DS-2005-0161R03-CR_LargeObjectClarification 
However, this document contains some minor inaccuracies that need to be reviewed:
1. Minor update of the figure (correction of the grammar mistakes);
2. Correction of the error case in which the size of the object exceeds <MaxObjSize> (the object cannot be sent);
3. Minor correction in the example given.
2 Impact on Backward Compatibility

This CR has no impact on backward compatibility
3 Impact on Other Specifications

This CR has no impact on other specifications.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration. These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

Orange recommends replacing part 6.10 of [SYNCPRO] with the content of the [SYNCPRO] part presented in the following detailed change proposal.
6 Detailed Change Proposal

Change 1:   [SYNCPRO]

Replace the 6.10 entire section by the following:

6.10 Large Object Handling

While synchronizing, object reception can be limited by two factors: the maximum message size the target device can receive (declared in <MaxMsgSize> tag), and the maximum object size the target device can receive (declared in <MaxObjSize> tag).

This feature provides a means to synchronize an object whose size exceeds that which can be transmitted within one message (e.g. the maximum message size – declared in <MaxMsgSize> element – that the target device can receive). This is achieved by splitting the object into chunks that will each fit within one message and by sending them contiguously. The first chunk of data is sent with the overall size of the object and a <MoreData/> signaling that more chunks will be sent. Every subsequent chunk is sent with a <MoreData/> tag, except from the last one: the final chunk is sent with no <MoreData/> tag. The target device, having received the final chunk, has to re-construct the object and consequently acts as it had received it in one piece (e.g. apply the requested command).  The appropriate status MUST then be sent to the originator. A command on a chunked object MUST implicitly be treated as atomic, i.e. the recipient can only commit the object once all chunks have been successfully received and reassembled.

Note: This mechanism does not allow sending multiple large objects in the same time. A new data object MUST NOT be added by a sender to any message until the previous data object has been completed. If a data object is chunked across multiple messages, the chunks MUST be sent in contiguous messages. New Sync commands (i.e. Add, Replace, Delete, Copy, Atomic or Sequence) or new Items MUST NOT be placed between chunks of a data object. 
6.10.1 Conformance statements:

Clients SHOULD support receiving Large Objects and servers MUST support receiving Large Objects.
Supporting Sending Large Objects is optional for both clients and servers.

A client supporting receiving Large Object MUST declare the <SupportLargeObjs/> tag in its DevInf.

Supporting receiving or sending Large Objects implies conformance constraints for several tags. 
TAGS: 

· SupportLargObjs  [DEVINF] 

· MaxObjSize  [META] 
· MaxMsgSize [META] 
· Size [META]   
· MoreData [REPPRO] – [DSREPU]
STATUS CODES AND ALERTS:

· Status 213    Chunked item accepted and buffered [REPPRO]
· Alert 222   NEXT MESSAGE  [DSPROTO] – [DSREPU] 
· Alert 223 End of Data for chunked object not received  [SYNCPRO] – [DSREPU] 
· Status 424  Size Mismatch [REPPRO] 
· Status 416 Request entity too large [REPPRO]
· Status 411 Size REQUIRED. The requested command MUST be accompanied by byte size or length information in the Meta element type [REPPRO]
If a device supports receiving Large Objects it MUST declare the maximum size of object (<MaxObjectSize> tag) it is capable of receiving as Meta information within the Alert or Sync command, as specified in [META].
 The device MUST also declare and fill the <MaxMsgSize> tag. This tag, also declared as Meta Information, specifies the maximum byte size of any response message to a given request. Knowledge of both <MaxObjectSize> and <MaxMsgSize> allows to compute appropriate data chunk size. 

6.10.2 Large Object exchange sequence:

This section illustrates and details the process of Large Object Handling. The following figure depicts a normal flow when handling Large Objects between 2 entities: the "Sending Large Object Device" and the "Receiving Large Object Device". Note that these 2 entities can represent a Client or a Server: a Client can send Large Objects to a Server, but a Server can send also Large Objects to a Client.
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Figure 7 Example of Sending a Large Object (normal case)
Exchange of a Large Object can be summarized with the following sequence:

1. During initialization:
1.1. On the sending device side

1.1.1. Sending device SHOULD use knowledge of the recipient’s <MaxMsgSize> to determine at what size segmentation occurs. 

1.2. On the receiving device side

1.2.1. Receiving device MUST have declared the <SupportLargeObjs/> tag in its DevInf. It MUST also specify the value of its <MaxMsgSize> and its <MaxObjectSize>.
2. When the first chunk of data is transmitted:
2.1. On the sending device side (Msg #1)
2.1.1.  The sender MUST declare in the Cmd element (e.g. add, replace) the overall size of the data element content that is going to be sent, using the <Size> sub-element of a Meta element.
 NB: The <Size> element MUST only be specified for the first chunk of data.

2.1.2. A <MoreData/> empty element MUST be added after the <Data> element.
2.2. On the receiving device side (Resp #1)
2.2.1. On receipt of a data chunk with the <MoreData/> element, the recipient MUST respond with a “Status 213 – Chunked item accepted and buffered” and, if it has no other commands to send, ask for the next message using the Alert 222 mechanism defined in section 6.9

Error case behavior:
1- If the Size exceeds the <MaxObjSize> of the recipient, the recipient MUST respond with a "Status 416 - Requested size too big" (the request failed because the specified byte size in the request was too big). The recipient MUST NOT commit the command.
2- If the recipient gets the first chunk with a <MoreData/> element, but no <Size> element, or non filled <Size> element, it MUST respond with a "Status 411 - Size required". The recipient MUST NOT commit the command. The sender MAY attempt to retransmit the entire data object.
3. When extra chunks of data are transmitted:
3.1. On the sending device side (Msg #2)
3.1.1. Meta and Item information SHOULD be repeated on each subsequent message containing chunks of the same data object. 

3.1.2. A <MoreData/> empty element MUST be added after the <Data> element.

3.2. On the receiving device side (Resp #2)
3.2.1. On receipt of a data chunk with the <MoreData/> element, the recipient MUST respond with a “Status 213 – Chunked item accepted and buffered” and, if it has no other commands to send, ask for the next message using the Alert 222 mechanism defined in section 6.9

Error Case Behavior:
If the recipient detects a new data object or command before the previous item has been completed (by the chunk without the <MoreData/> Element), the recipient MUST respond with an "Alert 223 – End of Data for chunked object not received”. The Alert SHOULD contain the complete source and/or target information from the original command to enable the sender to identify the failed command.
Note: a Status would not suffice here because there would not necessarily be a command ID to refer to. The recipient MUST NOT commit the new and original commands. The sender MAY attempt to retransmit the entire original data object.

4. When the last chunk of data is transmitted:
4.1. On the sending device side (Msg #n)
4.1.1. The last chunk of data MUST NOT be followed with <MoreData/> element.

4.2. On the receiving device side (Resp #n)
4.2.1. On receipt of the last chunk of the data object, the recipient reconstructs the data object from its constituent chunks. It MUST validate that the size of re-constituted object matches the object <Size> supplied in the Meta information by the sender, then apply the requested command. The appropriate status MUST then be sent to the originator.

Error case behavior:
If the sizes do not match then a "Status 424 – Size mismatch” MUST be sent and the recipient MUST NOT commit the command. The sender MAY attempt to retransmit the entire data object.

6.10.3 Large Object exchange sequence example:
In this example the client sends a large object (for addition) to the server. The server has declared supporting Large Objects handling in its DevInf.
Client initializes a sync session 
<SyncML>



<SyncHdr>





<VerDTD>1.2</VerDTD>





<VerProto>SyncML/1.2</VerProto>





<SessionID>1126272244708</SessionID>





<MsgID>1</MsgID>





<Target>







<LocURI>http://Syncserver.com/sync</LocURI>





</Target>





<Source>







<LocURI>IMEI_number</LocURI>





</Source>





<Cred>







<Meta>









<Format>b64</Format>









<Type>syncml:auth-basic</Type>







</Meta>







<Data>dGVzdDp0ZXN0cHc=</Data>





</Cred>





<Meta>







<MaxMsgSize>3000</MaxMsgSize>





</Meta>



</SyncHdr>



<SyncBody>





<Alert>







<CmdID>1</CmdID>







<Data>201</Data>







<Item>









<Target>











<LocURI>./files</LocURI>









</Target>









<Source>











<LocURI>file:///Files</LocURI>









</Source>









<Meta>











<Anchor xmlns="syncml:metinf">













<Next>1126272244891</Next>











</Anchor>











<MaxObjSize>10000000</MaxObjSize>









</Meta>







</Item>





</Alert>




<Final/>



</SyncBody>

</SyncML>
Server Response
<SyncML>



<SyncHdr>





<VerDTD>1.2</VerDTD>





<VerProto>SyncML/1.2</VerProto>





<SessionID>1126272244708</SessionID>





<MsgID>1</MsgID>





<Target>







<LocURI>IMEI_number</LocURI>





</Target>





<Source>







<LocURI> http://Syncserver.com/sync </LocURI>





</Source>




<Meta>







<MaxMsgSize>30000</MaxMsgSize>





</Meta>


</SyncHdr>



<SyncBody>





<Status>







<CmdID>1</CmdID>







<MsgRef>1</MsgRef>







<CmdRef>0</CmdRef>







<Cmd>SyncHdr</Cmd>







<TargetRef> http://Syncserver.com/sync </TargetRef>







<SourceRef>IMEI_number</SourceRef>







<Data>212</Data>





</Status>





<Status>







<CmdID>2</CmdID>







<MsgRef>1</MsgRef>







<CmdRef>1</CmdRef>







<Cmd>Alert</Cmd>







<TargetRef>./files</TargetRef>







<SourceRef>file:///Files</SourceRef>







<Data>200</Data>







<Item>









<Data>











<Anchor xmlns="syncml:metinf">













<Next>1126272244891</Next>











</Anchor>









</Data>







</Item>





</Status>





<Results>







<!-- … -->







<Item>









<!-- … -->









<Data>











<DevInf xmlns=’syncml:devinf’>












<!-- … -->













<SupportLargeObjs/>












<!-- … -->











</DevInf>








</Data>







</Item>





</Results>





<Alert>







<CmdID>3</CmdID>









<Data>201</Data>









<Item>











<Target>













<LocURI>file:///Files</LocURI>











</Target>











<Source>













<LocURI>./files</LocURI>











</Source>











<Meta>













<Anchor xmlns="syncml:metinf">















<Last>1126271088771</Last>















<Next>1126272246596</Next>













</Anchor>













<MaxObjSize>10000000</MaxObjSize>











</Meta>









</Item>







</Alert>





<Final/>



</SyncBody>

</SyncML>
The client begins to send a large object
<SyncML>



<SyncHdr>





<VerDTD>1.2</VerDTD>





<VerProto>SyncML/1.2</VerProto>





<SessionID>1126272244708</SessionID>





<MsgID>2</MsgID>





<Target>







<LocURI>http://Syncserver.com/sync?sid=W0JAMmYzNTZmLTExMjYyNzIyNDYxMz</LocURI>





</Target>





<Source>







<LocURI>IMEI_number</LocURI>





</Source>





<Meta>







<MaxMsgSize>3000</MaxMsgSize>





</Meta>



</SyncHdr>



<SyncBody>





<Status>







<CmdID>1</CmdID>







<MsgRef>1</MsgRef>







<CmdRef>0</CmdRef>







<Cmd>SyncHdr</Cmd>







<TargetRef>IMEI_number</TargetRef>







<SourceRef>http://Syncserver.com/sync?sid=W0JAMmYzNTZmLTExMjYyNzIyNDYxMz</SourceRef>







<Data>200</Data>





</Status>





<Status>







<CmdID>2</CmdID>







<MsgRef>1</MsgRef>







<CmdRef>3</CmdRef>







<Cmd>Alert</Cmd>







<TargetRef>file:///Files</TargetRef>







<SourceRef>./files</SourceRef>







<Data>200</Data>







<Item>









<Data>











<Anchor xmlns="syncml:metinf">













<Next>1126272246596</Next>











</Anchor>









</Data>







</Item>





</Status>





<Sync>







<CmdID>3</CmdID>







<Target>









<LocURI>./files</LocURI>







</Target>







<Source>









<LocURI>file:///Files</LocURI>







</Source>







<Add>









<CmdID>4</CmdID>









<Meta>











<Type>application/vnd.omads-file+xml</Type>











<Size>2304</Size>











<Version>20050909T094007Z</Version>









</Meta>









<Item>











<Source>













<LocURI>p10.jpg</LocURI>











</Source>











<Data>












<!-- -->













<!-- Big Block Of Data Takes Place Here -->













<!-- -->











</Data>











<MoreData/>









</Item>







</Add>





</Sync>



</SyncBody>

</SyncML>
Server response : Data chunk is accepted
<SyncML>



<SyncHdr>





<VerDTD>1.2</VerDTD>





<VerProto>SyncML/1.2</VerProto>





<SessionID>1126272244708</SessionID>





<MsgID>2</MsgID>





<Target>







<LocURI>IMEI_number</LocURI>





</Target>





<Source>







<LocURI>http://Syncserver.com/sync?sid=W0JAMmYzNTZmLTExMjYyNzIyNDYxMz</LocURI>





</Source>



</SyncHdr>



<SyncBody>





<Status>







<CmdID>1</CmdID>







<MsgRef>2</MsgRef>







<CmdRef>0</CmdRef>







<Cmd>SyncHdr</Cmd>







<TargetRef>http://Syncserver.com/sync</TargetRef>







<SourceRef>IMEI_number</SourceRef>







<Data>200</Data>





</Status>





<Status>







<CmdID>2</CmdID>







<MsgRef>2</MsgRef>







<CmdRef>3</CmdRef>







<Cmd>Sync</Cmd>







<TargetRef>./files</TargetRef>







<SourceRef>file:///Files</SourceRef>







<Data>200</Data>





</Status>





<Status>







<CmdID>3</CmdID>







<MsgRef>2</MsgRef>







<CmdRef>4</CmdRef>







<Cmd>Add</Cmd>







<SourceRef>p10.jpg</SourceRef>







<Data>213</Data>





</Status>




<Alert>







<CmdID>4</CmdID>







<Data>222</Data>







<Item>









<!-- … -->






</Item>





</Alert>



</SyncBody>

</SyncML>
Client sends the remainder of the large object
<SyncML xmlns="SYNCML:SYNCML1.2">



<SyncHdr>





<VerDTD>1.2</VerDTD>





<VerProto>SyncML/1.2</VerProto>





<SessionID>1126272244708</SessionID>





<MsgID>3</MsgID>





<Target>







<LocURI>http://Syncserver.com/sync?sid=W0JAMmYzNTZmLTExMjYyNzIyNDYxMz</LocURI>





</Target>





<Source>







<LocURI>IMEI_number</LocURI>





</Source>





<Meta>







<MaxMsgSize>3000</MaxMsgSize>





</Meta>



</SyncHdr>



<SyncBody>





<Status>







<CmdID>1</CmdID>







<MsgRef>2</MsgRef>







<CmdRef>0</CmdRef>







<Cmd>SyncHdr</Cmd>







<TargetRef>IMEI_number</TargetRef>







<SourceRef>http://Syncserver.com/sync?sid=W0JAMmYzNTZmLTExMjYyNzIyNDYxMz</SourceRef>







<Data>200</Data>





</Status>





<Alert>







<CmdID>2</CmdID>







<Data>222</Data>







<Item>









<Data>Next Message Please</Data>







</Item>





</Alert>





<Sync>







<CmdID>3</CmdID>







<Target>









<LocURI>./files</LocURI>







</Target>







<Source>









<LocURI>file:///Files</LocURI>







</Source>







<Add>









<CmdID>4</CmdID>









<Meta>











<Type>application/vnd.omads-file+xml</Type>











<Version>20050909T094007Z</Version>









</Meta>









<Item>











<Source>













<LocURI>p10.jpg</LocURI>











</Source>











<Data>











<!-- -->











<!-- Large Object Ends Here -->












<!-- -->











</Data>









</Item>







</Add>





</Sync>





<Final/>



</SyncBody>

</SyncML>
…..









�Impossible, since the Object is too big!
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