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1 Reason for Contribution

OMA is planning to review the next steps for OSPE at the Prague meeting at the end of a 6 month suspension of the WI. Proposals have been made to convert the enabler as a reference enabler (See OMA-ARC-2008-0108-INP_Transform_OSPE_to_Reference_Release). 

2 Summary of Contribution
Following contribution OMA-ARC-2008-0115R01-TMForum_SDF_Work_register_for_OSPE, this contribution provides the supporting companies view on how OSPE can address within current WID the TMF SDF Work Registry request as well as how OSPE is to be understood in the context of TMF SDF.

We also discuss future work or alternatives that would require a different or new WID.

3 Detailed Proposal
3.0 Caveats

This contribution provides includes with permission excerpts from TMF documents TMF TR 139 V2 (Business Agreement (BA) for the TM Forum Service Delivery Framework (SDF)) and TMF 519 V1.0 (Business Agreement (BA) for the TM Forum Service Delivery Framework (SDF)). Both these documents are work in progress. The use of the text from this document is for information of OMA but should not be construed as the finally approved document that may later be exchanged as part of the Work Register.

As a result, interpretations are also based on company’s subjective understanding of TMF SDF

3.1 Primer on TMF SDF Reference Model 

The section contains excerpts form the latest version of TMF TR 139 V2 agreed so far by the TMF SDF group. At this time TMF TR 139 V2 is still work in progress. 
With that in mind, we recommend that if work is continued on OSPE or any other collaboration is initiated in the context of the work register with TMF SDF (see OMA-ARC-2008-0115R01-TMForum_SDF_Work_register_for_OSPE), we refer in time with the latest full version of the RM / TMF TR 139 (V2 or later) as either published by TMF SDF or made available through the Work Register collaboration / liaison process. 
3.1.1 Definitions [Excerpts from TMF TR 139 V2]

The TMF SDF Reference Model relies on the following definitions:
	Concept
	Definition

	Service
	A Service exposes capabilities via one or more interfaces.



	SDF Service
	A SDF Service is a Service that exposes one or more SDF Service Management Interface(s) (SDF Service MI).



	SDF Service Management Interface (SDF Service MI/ or SMI)
	A SDF Service Management Interface (SDF Service MI) exposes the lifecycle management capabilities of a SDF Service.



	SDF Management Support Service (SDF MSS)
	A SDF Management Support Service (SDF MSS) consumes the SDF Service MI of a SDF Service to manage the SDF Service.



	SDF Infrastructure Support Service (SDF ISS)
	A SDF ISS provides reusable functionalities, exposed via functional interface(s), to support the SDF.



	SDF Service Functional Interface (SDF Service FI)
	A SDF Service Functional Interface (SDF Service FI) exposes capabilities of a SDF Service other than those exposed thru its SDF Service MI. 


Table 1 – TMF SDF Definitions
3.1.2 The Pattern of a SDF Service [Excerpts from TMF TR 139 V2]

In the context of the SDF work, services are defined as a component that exposes capabilities via one or more interfaces. There exist multiple computing models for services. SDF does not select a particular model nor does it aim at introducing a new one. Any of these models are expected to be compatible with SDF.

From a TM Forum point of view, a service becomes a SDF Service by ensuring that it exposes one or more SDF Service Management Interface(s) (SMI) 

One of the key outcomes of the TM Forum SDF work will include the specifications of the SDF SMI. This will include defining and specifying the generic lifecycle management capabilities exposed by SDF services through SDF SMI, provide extensibility mechanisms and recipes for defining concrete interfaces and bindings and specification of some of those. Every SDF service is expected to expose the SDF SMI. Any method not supported or realized by concrete interface realizations is expected to return error and be handled by metadata where alternatives to perform the functions may also be specified. See Section Error! Reference source not found. Resources and Dependencies for more details.
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Figure 1 SDF Service

Figure 1
 illustrates a typical SDF service. Besides the SDF SMI interfaces, the SDF service may expose additional interfaces for its usage or composition with other services.  In the context of SDF, SDF Service Functional Interfaces (SDF Service FI) are the interfaces that expose the capabilities of that SDF Service other than those exposed through its SDF Service MI. 

The SDF SMI is to support the lifecycle management for factory type of operations. SDF SMI will be defined and specified by the TM Forum in the architecture and interface specification phases. The SDF SMI is expected to support the following lifecycle management phases but not limited to:

· Creation 
· Installation and deployment
· Configuration and activation 
· Invocation, instantiation and execution

· Operations 
· Updates
· Retirement
The specifications of SDF FI are generally considered out of scope of the TM Forum SDF, except for the SDF FI interfaces of SDF ISS and possibly of SDF MSS as introduced in the Figure 2 TM Forum SDF Reference Model.
The implementation details of a SDF service are also out of scope of the SDF specifications: SDF does not mandate particular logic, technologies, execution environments or resources used to implement the SDF services. 

In particular, a SDF Service may consume interfaces exposed by other SDF Services or by resources; where for TM Forum SDF, a resource is defined as any capabilities that are used by the SDF but not modeled or constrained by the TM Forum SDF. It can be network resources, OSS/ BSS resources, and infrastructure resources and they can exist anywhere (within or outside of the provider network).  

By consequence, those resources can only be managed when exposed through the SDF SMI of a SDF Service that can manage them through its implementation of the Resource Consumer Interface. Otherwise their management is not modeled by the SDF SMI. It is possible that a SDF ISS is used to model in TM Forum SDF managing resources using specifications that are not modeled by TM Forum SDF.

In the following sub-sections we further discuss these aspects and how metadata is needed to describe dependencies on resources that a SDF service may not be equipped to manage itself through its resource consumer interface.
3.1.3 SDF Reference Model – Explained [Excerpts from TMF TR 139 V2]
Figure 2 illustrates the SDF Reference Model (SDF RM) which consists of a few essential building blocks that need to put in place in order to provide a managed SDF Service environment and to enable a service marketplace. The following sections explain each of these building blocks. 

Note, the Reference Model diagram only depicts what matters in the scope of the SDF work, there are many other interfaces  that  exist however  they are not all shown in the diagram.

[image: image2.png]TM Forum SDF Reference Model

SDF Management Support Service
Furctional Interface

SDF Service

-~ Functional Interface
Management Services

DF Service  SDF Service
Management
Interface

SDF Management
Support Services
(SDF MSS)

<qualified name> SDF Services

SDF 155
Consumer

Infrastructure

T Cansumer

Resource
Cansumer

SDF Service
Cansumer

SDF Infrastructure Support
Senvice Functional Interface

T

Resources

SDF Infrastructure Support Ser
(SDF ISS)

Infrastructure

Legend —e In scope management/functional interfaces
services >— In scope consumer interfaces
Out of scope —e
services >—

Out of scope elements —8>— |tems for further study
Rev. June 2, 2008 - TR139 VZ tirrar

Out of scope management/functional interfaces
Out of scope consumer interfaces




Figure 2 TM Forum SDF Reference Model

Interfaces
All interfaces modeled by the SDF will be exposed in order to access a service’s capabilities,  they can be accessed by any interface consumer. SDF assumes that some policy mechanisms exist to ensure only authorized interactions
 will take place. 

SDF services

TM Forum SDF is about supporting the management of SDF Services. As described in the previous section, SDF services can be managed through their SDF SMI management interfaces. 

SDF Services may expose other interfaces, functional interfaces which are generally not in the scope of the TM Forum SDF specifications. These can be specified by other standards bodies or even proprietary. 

Resources and Dependencies

Similarly, SDF Services’ implementations may be based on other SDF Services or Resources. The implementation details and supporting resources of the SDF Service are out of scope for the TM Forum SDF specifications, they are simply represented by indicating that SDF Services consume these resources in the Reference Model (RM) and the TM Forum SDF by definition does not provide resource specifications.

The Resource Consumer Interface, depicted in the RM, allows the SDF Service to be implemented using those resources. SDF Service fulfills its capabilities by using those resources, and it will also manage its dependencies on those resources via two possible means:

1. Manage the resource through whatever management means are available and to whatever extent it is possible.  
2. When management of resources is incomplete or not fully implemented by the Resource Consumer Interfaces, then the SDF framework itself is accountable for the shortcomings using metadata that describes intangible dependencies that must be differently addressed by the SDF. 
The following two examples explain these two management scenarios for different implementations of IMS covering Mobile only – 3GPP;  and Fixed mobile –ETSI TISPAN.

1 Scenario type 1: In the 3GPP IMS model the Home Subscription Server (HSS) holds important subscriber and subscription information, and maintains the referential integrity of the information it holds and the synchronization of it with IMS and Network functions such as Call Session Control Function (CSCF). There is a standardized configuration management interfaces model called Subscription Management which is an example of the first case above.

2 Scenario type 2: In the ETSI TISPAN Fixed Mobile IMS Model the functions of the HSS are split between the service layer -User Profile Server Function (UPSF), and the transport layer - Profile Data Base Function (PDBF). The SDF Service has to provide the standardized management functions of referential integrity and synchronization between information held in the UPSF and PDBF –whereas in the 3GPP solution this was a local implementation matter for the HSS. This is an example of managing intangible dependencies.
Concretely, if a SDF service exposing HSS can handle management of both models (ETSI and 3GPP) with the right resource consumers (and that means including referential integrity and synchronization between information held in the UPSF and PDBF in the TISPAN case) then no metadata needs to be associated to describe intangible dependencies related to this aspect. However, if it is not able to manage both models and if for example, in the TISPAN case, a SDF service exposing HSS can only manage one element (UPSF or PDBF), then metadata is to be provided to describe that the other element must also be consistently managed and how that can be achieved.

SDF Service Management Interface (SMI)
SDF Management Support Services (SDF MSS, see next sub-section for details) are a particular type of SDF Services (i.e. it is also manageable through SDF SMI). SDF MSS consumes the SDF SMI of a SDF Service to manage the SDF Service. 
TM Forum SDF will model and specify the SDF SMI interface agreement (i.e. the detailed interface specifications and bindings) with a focus on the SDF Service lifecycle management capabilities include the followings but not limited to:  Configuration, performance management, retirement, fault handling, versioning, monitoring and usage. These models and specification will enable interoperability amongst implementations whilst at the same time supporting flexibility the use of published, self describing data defined   interfaces.

TM Forum defines the SDF SMI specifications and their conformance rules.

SDF Management Support Services (SDF MSS)
SDF MSS is a set of SDF Services that are responsible for the end-to-end lifecycle management of the SDF Services, including business process automation.

There are two aspects that we need to consider:

1. The MSS could expose provisioning, installation, update/activation, monitoring capabilities  (i.e. the Service implements the eTOM process elements or the abstraction of a business process function)

2. Instead of the individual process functions, the MSS could define the environment, as an infrastructure, where the logic/workflow of how lifecycle mgmt are executed ( i.e. eTOM processes running  on top of the MSS). 

The details of SDF MSS functions require further study by the TM Forum SDF team, in order to define its scope within the SDF architecture.

The management of the SDF should not be confined to any specific processes such as eTOM, ITIL or any proprietary processes. The key is that they are all modeled as (end to end) processes that are executed and manage the SDF services by using the SDF SMI of the managed SDF service or by calling MSS FI. eTOM processes are particular examples of processes that may be executed on MSS.

TM Forum SDF will not specify most processes. It may however specify some processes that are responsible for maintaining consistency (e.g. consistency of metadata as SDF services are managed or composed / reprogrammed / updated or consistence of subscriber data and process to execute when subscription data is modified etc…)

TM Forum SDF specifies the FI of SDF MSS.

SDF Infrastructure Support Service (SDF ISS)
Execution of management process and MSS may rely on specific capabilities that are required to realize TM Forum SDF and are standardized by the TM Forum; the SDF Infrastructure Support Service (SDF ISS). 
A SDF ISS provides reusable functionalities, exposed via functional interface(s), to support the SDF.  Examples of such SDF ISS include:

· SDF Service Catalogs: they are particular type of SDF Services that provide access to specific information (e.g. SDF FI, SDF SMI etc.) about the SDF Services known to a particular SDF implementation, regardless if these SDF Services are being hosted, federated, syndicated or combined.

· Metadata repositories: they are particular type of SDF Services that expose information (metadata) associated with SDF Services. This information is preferably related to management aspects and in particular management details like:

· Intangible dependencies: conditions that must be fulfilled for correct behavior of a managed SDF service. (e.g. what must be available or subscribed to in order to have a service fulfilled; what other SDF services must be managed or interacted to ensure that management is complete, …)

· Status of a SDF service in a SDF implementation (e.g. which version exists, what has been configured, is it in the catalog etc…)

· TM Forum SDF will specify how metadata schemas can be generated as well as some specific metadata schemas.

· Profile: they are particular type of SDF Services that allow access to specific,   information about subscribers or other principals/actors (e.g. service provider, supplier, subscriber profiles etc.) for the SDF Services that are known by a service provider in a SDF implementation. The SDF Services can be hosted, federated, syndicated or combined from other service providers.  

· A few additional ISS capabilities may include:

· Resource Management: SDF ISS that exposes the capability to manage resources.

· In the SDF, resources are managed through the SDF SMI of SDF services that abstract the resources. Such a SDF services in turn manages external resources through its Resource Consumer Interface.  It is possible that this mechanism will not be available in all cases, however.

· The resource may not expose management capabilities through an SDF because it is managed elsewhere by another SDF, because it cannot offer a Resource Consumer Interface at the technical level, or because the consumer of the SDF lacks the capacity to exercise the SDF SMI to perform the management functions required (as might be the case with composed Web 2.0 mash-up applications).  Any such restrictions on management must be reflected in the intangible dependencies that are captured in metadata. When a SDF MSS manages such a SDF service, the SDF MSS accesses the metadata associated to the SDF service (exposed as a SDF ISS a described above). The intangible dependencies identify which other resources must be managed. If these resources identified by the intangible dependencies are exposed as other SDF services (determined by using SDF ISS (e.g. SDF service catalog)), the SDF MSS can manage these resources as needed via the SDF SMI of these SDF services that abstract them. Otherwise, the resources not abstracted as SDF services must still be managed. 

· The Resource Management SDF ISS is introduced in the TFM SDF RM to explicitly fulfill these role: to manage resources that are not abstracted via SDF services for their management. The Resource management SDF ISS exposes a functional interface request management of these resources and achieves the management through implementations / resource consumer interfaces that are out of scope of the TMF SDF model. 

· The Resource Management SDF ISS can therefore be used to perform any life cycle management (configuration, activation,, assurance, …) operation in lieu of the SDF SMI if no SDF service is available for this purpose. 

This way, TMF SDF can model managing any system in a service provider environment whether it be through the SDF SMI (SDF services), abstraction as SDF service managed via SMI or through call to a Resource Management SDF ISS service. 

· SDF MSS and SDF ISS are responsible to ensure consistency of the metadata associated to SDF services,
· Such Metadata allows SDF MSS to determine which way to best manage a system in case of overlapping options.

· TM Forum SDF will model and specify such metadata and associated processes that are required to maintain consistency.
· A charging SDF ISS that exposes charging and account management capabilities
· The charging SDF ISS allows SDF MSS and management processes to be able to directly perform charging,  billing and revenue/account management operations, abstracted from how these functions are realized (e.g. in a OSS/BSS system or in other enterprise backend applications).
Finalization of the SDF ISS will be described in the SDF architecture and SDF specification documents. 

TM Forum SDF will focus on the specification of the  Functional Interface (FI) of SDF ISS.
SDF MSS and ISS are responsible to ensure consistency of the metadata associated to SDF Services, TM Forum SDF will model and specify those required metadata.
Infrastructure

SDF ISS are capabilities implemented on and part of the infrastructure on which MSS and interactions of MSS through SMI are implemented. The technology details of the infrastructure are not specified by the TM Forum SDF as long that it includes the ISS specified by TM Forum SDF and can support MSS and SMI interactions as modeled by TM Forum SDF.
3.2 Analysis of TMF SDF RM in relationship to OMA, OSE and OSPE
This section provides the analysis and views of the contributing companies. This is not a TMF SDF input. However we do plan to separately provide a resulting analysis also as an input to TMF SDF for discussion as part of the architecture considerations for SDF.
3.2.1 Positioning of TMF SDF and relationships to OMA and OSE
Beyond Enablers

Applications and OMA enabler are particular cases of SDF services with:
· I0 mapping to the SDF service functional interfaces and hence extended beyond OMA enablers to applications

· I2 mapping to the SDF resource consumer interface and SDF service consumers to extend beyond enabler to application and to any composition and dependency.

Some OMA Enablers as SDF ISS

Match
Considering the excerpts provided in section 3.2, we believe that OMA is in fact developing or contributing to potential SDF ISS:
· The Charging enabler and the Parlay Charging, Account Management and Payment API (even if with different bindings) seem able to represent different facets of the charging SDF ISS or contributing to it.
· The GSSM enabler seems to satisfy characteristics of the TMF SDF ISS Profile
· The OMA DM seems to may be address aspects of the TMF SDF ISS resource management

· The OMA OSPE seems to address different aspects of the TMF SDF ISS resource management

Limitations

Of course, requirements and features may differ and so there may not be a complete match yet. For example:

· The Charging enabler and the Parlay Charging, Account Management and Payment API are not one common component exposing these capabilities as well as rating management etc that TMMF SDF may need.
· The OMA DM needs to expose the appropriate northbound interfaces

· The OMA OSPE may not yet satisfy all the TMF SDF for resource management SDF ISS. More is discussed after but in any case as a reference release it may not provide concretely usable specifications as needed by TMF SDF. It may also need to be composable with OMA DM for management of terminal resources… While this can be done if the interfaces are exposes, consistency of schemas and behavior may be needed.
I1 as SDF SMI

Match

If one model OMA enablers as positioned in the OSE as SDF services, then I1 seems to match for OMA enabler with the notion of SDF MSI.
As intended with I1, the notion is then extensible to “applications” which can be modeled as another category of SDF services but are out of scope of the OSE.

Positive Implications

The fact that SMI can cover applications is a great addition, consistent with OSE vision that limited I1 to enbalers only because of the scope of OMA.

I1 versus I0 has been repeatedly discussed and questioned in the past. However the consensus at this stage is that:

· OSPE and OMA DM expose I0 and have they own I1
· I0 and I1 have different roles and I1 denotes a category of same interfaces for all enablers (and other entities) in OSE; while I0 differs per functionalities of the enabler.
· I1 is not specified. TMF SMI may provide a way to address this shortcoming. 

· Life cycle management via OSPE versus via I1 is modeled and clarifies in TMF SDF: Both path are possible. In general, A SDF service can be managed via the SMI interface (Read I1 for OMA enablers) if it implements it and can manage its dependencies on resources (read via I2): 
· Manage the resource through whatever management means are available and to whatever extent it is possible.  

· When management of resources (read via I2) is incomplete or not fully implemented by the Resource Consumer Interfaces, then the SDF framework itself is accountable for the shortcomings using metadata that describes intangible dependencies that must be differently addressed by the SDF
· In general for compositions or generic applications or when I2 does not support management, the resource management SDF ISS is used to perform the management of what can’t be managed through the MSI (i.e. I1). And so, assuming that OSPE would contribute to or match that SDF ISS,  then OSPE manages in particular resources and services beyond what I1 may allow to do. OSPE may have it’s I2 using I1 of enabler if it manages enablers,

· I1 is not specified. TMF SMI may provide a way to address this shortcoming. 

Mapping OMA OSE and TMF SDF
Additional considerations

Policy enforcement (PE a la PEEM enabler) is endorsed by TMF SDF across all interfaces (see statement that it is assumed and not represented on all interfaces).

Bindings are assumed technology independent as are dependencies on run time and network / OSS/BSS technologies and business model; in full alignment with OMA and OSE.

Illustrated mappings
Based on the analysis above, the mapping of OMA OSE and TMF SDF is as follows.
We envisage the following mappings:
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Figure 3 – OSE picture also illustrating PIOSE and IMS in OMA
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Figure 4 – TMF SDF RM elements mapped on OSE picture
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Figure 5 – Latest TMF SDF RM
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Figure 6 – OSE elements mapped on TMF SDF RM 

3.3 Requirements relevant to OSPE and OSE extracted from TMF SDF BA 

This is a subset of requirements extracted from the TMF SDF BA, which is at approval stage at TMF, and that we believe to be relevant to the OSE and OSPE. The subset has been selected subjectively by the supporting companies. Analysis of the relevance will be discussed in the following sections.
As a result some of these requirements may be judged less relevant by some and it is possible that additional requirements in the BA would have been relevant to. 

With that in mind, we recommend that if work is continued on OSPE or any other collaboration is initiated in the context of the work register with TMF SDF (see OMA-ARC-2008-0115R01-TMForum_SDF_Work_register_for_OSPE), we refer in time with the latest full version of the BA / TMF 519 as either published by TMF SDF or made available through the Work Register collaboration / liaison process. 

3.3.1 Objectives [Excerpts from TMF 519 V1]
	BOBJ17
	The SDF MUST support efficient lifecycle management of services based on combination of existing and new services with the ability to provide differentiated services to all stakeholders in a Service Provider environment.

	BOBJ20
	The SDF MUST enable lifecycle management efficiencies within an existing Service Provider by providing a path to reuse existing resources, infrastructures (e.g. services and network resources) and support systems (e.g. OSS/BSS).

	BOBJ21
	The SDF MUST be capable of interworking with the current infrastructure of a Service Provider and MUST enable integration with such infrastructure. 

	BOBJ37
	The SDF MUST provide an evolutionary path for Service Provider infrastructures from the current infrastructure to an infrastructure designed to integrate with SDF or to perform SDF functions. 
The evolution may require that the SDF enables management of both legacy and evolutionary alternative for a given transition period.

	BOBJ22
	The SDF MUST allow freedom of choice or configurability of the business model and resulting processes that drive the lifecycle management of the entire Service Provider environment.

	BOBJ23
	The SDF MUST leave freedom of technology choices within the Service Provider infrastructure that can be: run time, network resource, OSS/BSS etc.

	BOBJ24
	The SDF MUST leave freedom of choice of the backend enterprise applications that SDF can integrate with and must not assume particular OSS and BSS applications or associated prescribed business processes.

	BOBJ25
	In supporting any custom business process and business model, the SDF MUST support any number of actors involved at the different steps of the lifecycle management. In particular no assumption should be made on which Principal plays the role of Service Provider, Vendor, Supplier, Developer, Customer or Partner and how many Principals are involved or how they are involved.

	BOBJ31
	The SDF MUST provide interoperability between SDF implementations to allow end-to-end services to be combined also from SDF Services realized on any vendor's SDF compliant platform and operated by one or more Service Providers.


	SPOBJ2
	The SDF MUST aim at helping a Service Provider to stay closer to their customers by facilitating collection, access and appropriate sharing, dissemination, analysis and use of accurate & timely customer, partner, supplier and system information.

	SPOBJ3
	The SDF MUST aim at streamlining operations by lowering cost and reducing cycle time throughout all business processes that the Service Provider relies on.

	SPOBJ4
	The SDF MUST facilitate deployment of business processes when a Service Provider has deployed and integrated an SDF framework across its infrastructure.


3.3.2 High –Level Technical Disciplines [Excerpts from TMF 519 V1]

	TOBJ5
	The SDF MUST enable lifecycle management of applications, services and products that may result from any combination of reprogramming, reuse and composition of these provided statically or dynamically by any authorized Principal.

	TOBJ15
	The SDF MUST reuse existing standard specifications whenever possible.

	TOBJ16
	Each element within the SDF MUST comply to a common management framework with interfaces and metadata so that it can be managed and operated in a consistent manner, regardless of its physical location and technology implementation as well as in a business context-aware fashion.


3.3.3 Requirements on SDF Infrastructure [Excerpts from TMF 519 V1]

	BAREQ2
	The SDF Infrastructure MUST enable flexible mash up, composition and reuse of pre-packaged elements. It must be based on standard IT technology as used in other industries to leverage economy of scale and maximize support.

	BAREQ4
	The SDF Infrastructure MUST provide SDF Services catalogues and other repositories (e.g. metadata), which contain all the elements (e.g. existing SDF Services, their dependencies, etc.) available to build new SDF services.

	BAREQ4.1
	The SDF Services catalogue MUST be exposed as a SDF Infrastructure Support Service (SDF Service ISS) and will expose its capabilities through appropriate interfaces.

	BAREQ4.2
	The SDF Services Catalogue MUST provide functionality for "finding" elements to build new SDF Services.

	BAREQ6
	The SDF Infrastructure MUST enable management of services as they are reused or reconfigured.

	BAREQ8
	The SDF MUST rely on open and standard technology to integrate the Service Provider’s service layer environment (where SDF Services are developed, deployed and executed) with the service layer of authorized Principals (actors or entities like OSS/BSS).

	BAREQ10
	The SDF Infrastructure MUST be able to ensure that information associated to the SDF Services that are manipulated by any combination of reusing, re-configuration, etc. done statically or dynamically remains:   
a) correctly associated and updated to the resulting services, and   
b) correctly and consistently reflected in systems integrating or interacting through the SDF (e.g. OSS, BSS applications, product and subscriber data hubs, inventories, external systems).

	BAREQ10.1
	The SDF Infrastructure SHOULD support the ability to modify and replace the SDF Services without disrupting ongoing sessions and transactions.

	BAREQ18
	The SDF Infrastructure MUST support ways to collect, manage and expose information about existing SDF Services.

	BAREQ19
	The SDF Infrastructure MUST include a mechanism to control access to SDF Services interfaces according to appropriate rules.

	BAREQ20
	The SDF Infrastructure MUST support authorized Principals (i.e. any authorized entity which has an identity) or SDF services to delegate tasks or trigger portions of processes.

	BAREQ21
	The SDF Infrastructure MUST support automation of business processes.

	BAREQ22
	The SDF Infrastructure MUST support management of business processes.

	BAREQ23
	The SDF Infrastructure MUST specify ways to set and collect customizable metrics related to SDF Services.

	BAREQ24
	The SDF Infrastructure MUST specify a service level capability to abstract monitoring of resources in a Service Provider environment.

	BAREQ29
	The SDF Infrastructure MUST be able to interwork with the lifecycle management and usage of resources outside the scope of SDF (e.g. Network, OSS, BSS, third party domain), if these are exposed to the SDF Infrastructure via SDF Services.

	BAREQ31
	The SDF Infrastructure MUST be able to interwork with any technology used to achieve the exposure of SDF Services and their interfaces; without mandating a preferred approach other than mandating abstraction of the underlying technical details.

	BAREQ53
	The SDF Infrastructure MUST include ways to collect, manage and expose information about available business processes that can be triggered by authorized Principals.

	BAREQ155
	The SDF MUST enable publication and storage of descriptions of key performance indicators or other non functional aspects of SDF Services (ref. BAREQ4).

	BAREQ168
	The SDF Infrastructure MUST provide tools and mechanisms to support the process of SDF Services “publication” (with their related metadata) to make them available for any specific purpose. 

	BAREQ169
	The SDF Infrastructure MUST support the management of the lifecycle of a SDF Service.

	BAREQ170
	The SDF Infrastructure MUST support the management of business agreements and B2B relations (service level, revenue sharing, etc.) between multiple Service Providers.

	BAREQ171
	The SDF Infrastructure MUST integrate and interwork with other existing infrastructures within the Service Provider domain.


3.3.4 Requirements on SDF Managed Entities [Excerpts from TMF 519 V1]
	BAREQ11
	SDF Services management MUST be performed through SDF Service Management Interfaces.

	BAREQ13
	The SDF MUST not impose all interfaces but it MAY standardize some normatively.

	BAREQ30
	For the SDF to be able to manage a resource that is outside the scope of SDF, that resource MUST be exposed as an SDF Service.

	BAREQ35
	A SDF Service MUST provide a “SDF Service Management Interface” (SDF Service MI) to enable exposure of all appropriate operation and management functions (such as, but not limited to: deployment, configuration, performance monitoring, retirement, fault handling, versioning, usage, etc.) of the SDF. 

	BAREQ35.1
	All SDF Service Management Interface specifications MUST comply to the same common SDF Service management information model.

	BAREQ35.2
	Each SDF Service Management Interface (SDF Service MI) MUST itself be subject to configuration management (e.g. it must be identified, catalogued, registered, versioned, etc.).

	BAREQ42
	SDF Services MAY use capabilities exposed by network resources including devices or OSS/BSS functions.

	BAREQ167
	It MUST be possible to combine SDF Services to build commercial products (e.g. within the specification of the SDF Service there must be specific information on its configurability) to be offered to customers.


3.3.5 Requirements on SDF Management [Excerpts from TMF 519 V1]

	BAREQ14
	The SDF MUST impose normative support of SDF Service Management Interface (SDF Service MI) specifications. For interface specifications serving other purposes, the normative support will not be imposed by SDF.

	BAREQ43
	The SDF MUST support functionality to enable the management of the lifecycle of SDF Services. 

	BAREQ45
	The SDF MUST specify a service level capability to abstract lifecycle management of resources in a Service Provider environment. 

	BAREQ46
	The SDF MUST enable the creation of customizable views of subscriber information, capable of being aggregated across any source of subscriber information data (e.g. OSS, BSS, network, services, etc.).

	BAREQ47
	The SDF MUST support the process for software to become a SDF Service (e.g. by providing a SDF Service Management Interface, etc.).

	BAREQ49
	The SDF MUST support those portions of the end-to-end business processes that pertain to SDF Service lifecycle management, (e.g. those portions of concept to cash, trouble to resolve, etc. processes), thereby integrating OSS/BSS functions and SDF services.

	BAREQ50
	The SDF MUST support processes related to the management of the lifecycle of SDF Services.

	BAREQ139
	The SDF MUST ensure that any variation / change related to a managed SDF Service (including provisioning or configuration) is performed through its SDF Service Management Interface (SDF Service MI).

	BAREQ140
	SDF Management Support Services (SDF MSS) that support Service Provider’s processes (e.g. the fulfillment processes) SHOULD aim to deliver the experience as expected by end-users (e.g. near real-time).

	BAREQ141
	The SDF MUST enable the configuration of specific performance parameters for SDF Services by means of the SDF Service Management Interface (SDF Service MI) (e.g. driven by customer experience). 

	BAREQ142
	The SDF MUST enable reuse of existing artifacts (e.g. SDF Service Management Interfaces, once they will be specified.

	BAREQ143
	The SDF Service Management Interfaces (SDF Service MI) MUST support the definition and computation of appropriate performance parameters on SDF Services.

	BAREQ145
	The support for SLA management for SDF Services SHOULD be adaptable and flexible to allow for dynamic resource capacity allocation underpin demand.

	BAREQ149
	The SDF MUST support the exchange of data/information related to SDF Services (and optionally their dependencies) with other SDFs. 

	BAREQ150
	The SDF MUST support management of policies related to SDF Services.

	BAREQ151
	SDF Management Support Services (SDF MSS) SHOULD be able to utilize user preferences (e.g. such as a user profile) to perform their management tasks. 

	BAREQ152
	The SDF SHOULD support capacity management for SDF Service planning purposes.

	BAREQ154
	SDF Management Support Services MUST be able to support SDF Service problem management (e.g. root cause analysis, customer impact analysis, etc.).

	BAREQ157
	Specific SDF Management Support Services (SDF MSS) SHOULD be able to ensure that performance measurements related to SDF Services are related to end-users transactions with SDF Services.

	BAREQ158
	Specific SDF Management Support Services (SDF MSS) SHOULD be able to ensure that performance measurements on SDF Services are analyzed with respect to SLAs (e.g. related to customers) in order to take appropriate actions on such SDF Services.

	BAREQ160
	Specific SDF Service Management Support Services (SDF MSS) MUST have access to SDF Service instances information.

	BAREQ161
	If a SDF Service relies on other SDF Services, its SDF Service Management Interface (SDF Service MI) MUST allow to establish relationships between the management information / metadata of this SDF Service and of those other SDF Services.

	BAREQ162
	Specific SDF Service Management Support Services (SDF MSS) MUST have access to information on the “components” which concur in forming SDF Services.

	BAREQ164
	SDF Management Support Services MUST (SDF MSS) support the dependency of SDF Services on their associated resources.

	BAREQ165
	The SDF Service Management Interface of a SDF Service MUST expose information related to malfunctioning of that SDF Service. Such information must be exposed in accordance to specific SLAs (e.g. maximum allowed time for alarm signaling, etc.).

	BAREQ173
	Specific SDF Management Services (SDF MSS) MUST be able to access information from distributed SDF Services (through their SDF Service Management Interface) and SHOULD be able to use such information to control SDF Services SLAs. 

	BAREQ177
	In order to allow for continuous evolution of services, the SDF Management Support Services MUST support multiple SDF Service versions and SDF Service Management Interfaces versions to coexist and be accessible in the Service Provider environment.


3.3.6 Requirements on SDF Functional Capabilities [Excerpts from TMF 519 V1]

	BAREQ9
	The SDF MUST support a component based architecture where components can be developed, reconfigured, reused, customized and composed statically or dynamically by any authorized Principal.

	BAREQ51
	The SDF MUST support means for business processes to deal with multiple SDF Service versions.

	BAREQ52
	The SDF MUST support redirection of data manipulation requests to the appropriate data owner for consideration and action.

	BAREQ62
	The SDF MUST support a set of common capabilities used in the context of SDF Service management, such as but not limited to charging, account management, device management and subscription management.

	BAREQ63
	The SDF MUST allow several types of subscription management (e.g. invocation and rule based) where subscription manipulations are delegated to the subscription data owner.

	BAREQ64
	The SDF specifications MUST include extensible data formats and/or schemas to characterize intangible dependencies associated to SDF Services.

	BAREQ65
	The SDF MUST support the capability to aggregate and federate user profiles.

	BAREQ138
	The SDF MUST support an explicit state model which enables the management of the lifecycle of a SDF Service. The lifecycle state model shall allow for (but not limited to) the following states of a SDF Service: 
· SDF Services to be globally and uniquely named and registered in a repository / SDF Services catalogue  
· SDF Service Specifications to be recorded in a repository/ SDF Services catalogue but not available for use  
· SDF Services to be released for use / sharing with “partners”, published, etc.  
· SDF Services to be not available due to internal errors, malfunctioning, etc. 
· SDF Services to be modified (specification versioning, implementation versioning, etc.) 
· SDF Services to be marked for withdrawal i.e. existing services unaffected but with the prohibition of new services using this SDF Service. 
SDF Services to be completely withdrawn and archived. 

	BAREQ138.1
	The SDF MUST enable to roll-back SDF Services to their previous lifecycles statuses. The rolling-back must be possible even if a SDF Service is still within its transition to a new state.

	BAREQ144
	The SDF SHOULD support capabilities for performance monitoring of one or more SDF services, and SHOULD provide support for SLA management (e.g. related to performance, availability, MTTR, etc.) between SDF Services and eventual resources consumed by any of these. 

	BAREQ146
	The SDF SHOULD support capabilities for to report SDF service quality per specified entity (e.g. customer).

	BAREQ148
	The SDF SHOULD support capabilities for performing root cause analysis in case of SDF Service SLA violation.

	BAREQ166
	The SDF MUST be able to determine the specific state for each SDF Service during its lifecycle. 

	BAREQ172
	The SDF MUST provide “context aware” information (e.g. information about the Service Provider, device type, end-user information) of the SDF Service Instance.

	BAREQ175
	The SDF MUST enable advertising of SDF services. The SDF does not mandate how advertisement will be realized (e.g. by means of specific SDF Services or in other ways) but requires that identities of advertised SDF Services and relationships of such SDF Services with advertising processes are created and maintained.

	BAREQ178
	The SDF SHOULD support both forward and backward compatibility of SDF Services and their interfaces.


3.4 Analysis with respect to OMA OSPE
Refer to OMA-ARC-2008-0108-INP_Transform_OSPE_to_Reference_Release that compiles the latest status of the work (remembering to look at the documents without the changes suggested in OMA-ARC-2008-0108-INP_Transform_OSPE_to_Reference_Release…
3.4.1 WID analysis

Per the OSPE WID, we proposed “OSPE as an activity focused on the deployment, integration and life cycle management (including O&M) aspects of the service provider environment that support the development, deployment or access of services.” 
This does not limit the life cycle management to enablers, but per the WID include any aspect of a service provider, hence it can include services, resources, enablers and any ones of these involved in compositions.

 It also allows for possibly breaking up any of the above in internal components if relevant.

3.4.2 RD analysis

We not confirmation of this view in its scope section:

“OSPE will focus standardization efforts in the following areas:

· Service Level Diagnostic capabilities including interfaces between components and other Service Provider environments;

· Capabilities and interfaces to achieve life-cycle management, including plug & play, of components, applications and services.”

RD Figures 1 and 2 directly map to phases addressed by TMF SDF for life cycle management.

As a result we believe that the following OSPE requirements directly fit TMF SDF BA and RM:

High-Level Functional Requirements for life cycle management

	[LCM-HL-1]
	The OSPE MUST support the ability to perform automated deployment (including configuration, installation, activation, publishing) and removal/withdrawal of components, applications and services.

	[LCM-HL-2]
	The OSPE MUST provide mechanisms to support the replacement of multi-vendor components.

	[LCM-HL-3]
	The OSPE MUST have a mechanism that makes available to the Service Provider all information associated to the existence of Services, applications and components, and the relationship between components and applications.

	[LCM-HL-4]
	The OSPE MUST provide a mechanism that enables either a service, application or component to make known their changes in state (e.g., following a life cycle management function such as install, upgrade, or remove).

	[LCM-HL-5]
	The OSPE MUST provide a mechanism that can be applied by the Service Provider in such a manner as to ensure that all preconditions (e.g. ensure that that no subscription are still active) and post-conditions (e.g. deletion or refresh all catalogue entries) are satisfied prior to a change of state (e.g. installation or removal) of a component, application or service.

	[LCM-HL-6]
	The OSPE MUST provide a mechanism that can be applied by the Service Provider in such a manner to ensure that, at least, the following preconditions are checked before shutting down/withdrawing a service:

1. Make sure that there is not any available subscription to the service to be withdrawn;

2. Make sure no other component is making use of the service/applications.

	[LCM-HL-7]
	The OSPE MUST provide a mechanism that can be applied by the Service Provider in such a manner to ensure that, at least, the following post conditions or actions are realized after shutting down/withdrawing a service:

1. Delete related catalogue entries;

2. Notify backend systems about the change (O&M, billing, subscription provisioning systems, etc.);

3. Delete dependencies that the withdrawn service/application had on the service provider components;

4. Update Service Packages containing the related service;

5. Notify authentication and policy enforcement mechanisms about the change (so that requests to the withdrawn service are rejected, and no policies are to be applied any more to it).

	[LCM-HL-8]
	The OSPE MUST provide a mechanism that can be applied by the Service Provider in such a manner to ensure that, at least, the following post conditions or actions are realized after deploying a new service:

1. Catalogue entries are updated;

2. Service Packages are updated;

3. Notify backend systems about the change (O&M, billing, subscription provisioning systems, etc.);

4. Update information about the dependencies that the new service/application will have on the service provider components;

5. Notify authentication and policy enforcement mechanisms about the change (so that requests to the new deployed service may be accepted, and policies for the new service may be applied).

	[LCM-HL-9]
	Each component in the OSPE MUST support the capability to allow the Service Provider to perform life cycle functions, e.g. install, upgrade, downgrade, stop and start, of the component.

	[LCM-HL-10]
	The OSPE MUST have a mechanism that enables the components in the OSPE to make available their O&M information, for use by backend systems.

	[LCM-HL-11]
	The OSPE MUST have a mechanism to support the discovery and registry of a component and an interface, application and Service.

	[LCM-HL-12]
	The OSPE MUST provide the means to perform the configuration, registration, publication and activation (start and stop) of the components, applications and services within the OSPE.


Security
	[LCM-SEC-1]
	The OSPE MUST support mechanisms that protects against security threats, e.g. the discovery and registration of unauthorized components, applications and services.

	[LCM-SEC-2]
	Only authorized users MUST be allowed to manage the OSPE (e.g. system administrator).


Administration and Configuration

	[LCM-AC-1]
	The OSPE MUST support the authentication and authorization of components and applications making use of life cycle management interfaces.

	[LCM-AC-2]
	The OSPE MUST provide a mechanism to manage data related with subscriptions to services (e.g. user profile information).

	[LCM-AC-3]
	The Service Provider MUST be able to manage information related to the existence of components, applications and the relationship between components and applications.

	[LCM-AC-4]
	Each component MUST expose through a standard interface the characteristics of that a component, which includes:

1. Supported Interfaces;

2. Version of the interfaces;

3. Configuration data.

	[LCM-AC-5]
	If an error condition is experienced during a life cycle management process, e.g. the configuration or upgrade of a component, it MUST be possible for the Service Provider to reverse the attempted process ensuring that the state of that component is reversed back to the state before the process was initiated.

	[LCM-AC-6]
	It MUST be possible to perform life cycle functions on execution instances of components and applications


Usability

	[LCM-USE-1]
	The OSPE MUST not prohibit different component upgrade models, e.g. live upgrade model, cluster upgrade model. (NOTE: To achieve this requirement a list of upgrade models will be identified and described within OMA).


Overall System Requirements for life cycle management

	[LCM-OSR-1]
	The Service Provider environment MUST support the ability to modify and replace the components and applications without disrupting ongoing sessions and transactions.

	[LCM-OSR-2]
	In order to allow for continuous evolution of services, the Service Provider environment MUST provide a mechanism to allow concurrent interface versions, component versions and application versions to exist and be accessible in the Service Provider environment.

	[LCM-OSR-3]
	If an error condition (e.g. failure of a service or component) is experienced during life cycle management, e.g. the installation, de-installation, upgrade, downgrade, configuration modification, the OSPE MUST provide information that allows the Service Provider to determine the cause of the error condition.


Component and interface requirements for life cycle management

	[LCM-COM-1]
	Each component and associated interfaces in the Service Provider environment SHOULD support versioning mechanisms that allow both forward and backward compatibility, and to allow the requesting component to determine the version of an interface that belongs to a receiving component.

	[LCM-COM-2]
	Each component in the Service Provider environment MUST expose a standardized interface to support the following management functions:

1. Install;

2. Refresh (e.g. to initiate a update current component data to the component catalogue)

3. Remove;

4. Stop;

5. Start;

6. Upgrade;

7. Downgrade.

8. Activation & deactivation.

	[LCM-COM-3]
	Each component in the Service Provider environment MUST expose a standardised interface to support the following management functions:

1. Fault management (e.g. logging and SNMP traps);

2. Performance management (e.g. measuring, usage monitoring).

3. Security (e.g. permission settings);

4. Configuration management 

5. Service Subscription Provisioning (data that may include user preferences for a service, as support of the subscription provisioning process).


High-Level Functional Requirements for service level tracing

	[SLT-HL-1]
	Each component with in the OSPE MUST support Service Level Tracing (SLT).

	[SLT-HL-2]
	A device/component supporting Service Level Tracing (SLT) MUST support marking.

	[SLT-HL-3]
	When a service is initiated from marked component/device and when that service matches the service indicated in the marking request, the component/device MUST indicate in the related outgoing messages (E.g. SIP Invite) that SLT is required.

	[SLT-HL-4]
	The encoding of the SLT logged trace information MUST be defined in a standard manner across all components.

	[SLT-HL-5]
	There MUST be several levels (e.g. amount or granularity) of logged information captured by a component.

	[SLT-HL-6]
	All actors (e.g. the components of the Service chain the end-user’s identity), and associated characteristics (e.g. component version, supported execution environment, application version), MUST be identifiable within the logged trace information that is retrieved from all components in a service chain.

	[SLT-HL-7]
	The Service Provider or other authorised actor MUST be able to correlate the service to be traced, as indicated in the marking request, with trace information retrieved from across components of a service chain.

	[SLT-HL-8]
	The Service Provider MUST be able to identify and distinguish between all trace activities initiated by multiple devices at a single component.

	[SLT-HL-9]
	Service Level Tracing MUST apply to both control and user plane to aid in identifying issues related to, e.g. timing misalignments between the user plane and control plane.

	[SLT-HL-10]
	The specification of SLT SHOULD be done in such a way as to maximise the chance for the SLT trace token to be passed through a service chain, which includes SLT non-compliant components.


Administration and Configuration

	[SLT-AC-1]
	OSPE MUST provide a mechanism for an authorised actor (e.g. a Service Provider) to activate or de-activate tracing on a component whilst ensuring that the propagation of the trace indication is not prohibited.

	[SLT-AC-2]
	OSPE MUST provide a mechanism to allow a Service Provider or other authorized actor to initiate a marking request.

	[SLT-AC-3]
	OSPE MUST provide a mechanism for a Service Provider or any other authorised actor to unmark a marked device/component.

	[SLT-AC-4]
	OSPE MUST provide a mechanism for a Service Provider or any other authorised actor to request a permission from an end-user to “mark” a device.

	[SLT-AC-5]
	OSPE MUST provide a mechanism for a Service Provider or any other authorised actor to mark a device with or without the end-user’s permission.

	[SLT-AC-6]
	In the case where it is not possible to mark the end-user’s device, OSPE MUST provide a mechanism that allows any authorised actor to initiate SLT at any specific component within a service chain.

	[SLT-AC-7]
	OSPE MUST provide a mechanism that allows the Service Provider or any other authorised actor to specify the criteria that causes the marking request to take affect, i.e. the service to be traced and the time at which an indication for requiring SLT is included in a signalling message.


Interoperability

	[SLT-IOP-1]
	An SLT trace indication MAY (e.g. depending on Service Level Agreements between Service Providers) be propagated outside the boundaries of an OSPE, e.g. an SLT trace indication may be passed from a Mobile Operator’s network to a 3rd Party Service Provider network.


Overall System Requirements for service level tracing

	[SLT-OSR-1]
	The maximum number of simultaneous SLT test routines SHOULD be configurable by the Service Provider. However, the maximum number MAY also be influenced by legislation.


Component and interface requirements for service level tracing

	[SLT-COM-1]
	A component’s captured trace information MUST contain information including but not limited to:

1. A mechanism to determine the sequence of components and the sequence of captured trace information from each component within a Service Chain.

2. A mechanism to identify a specific instance of SLT;

3. Component characteristics (e.g. enabler Id, supported protocol and protocol version, key enabler performance indicators such statistics etc);

4. Incoming and outgoing service attributes (e.g. IP Port address, hostname, destination address etc);

5. Activity derived from a message containing the trace indication, e.g. an activity such as end user-visible events.

	[SLT-COM-2]
	A component MUST support the activation and deactivation of Service Level Tracing (SLT) as requested by a Service Provider or any other authorised actor.

	[SLT-COM-3]
	A component MUST propagate the indication for SLT onwards to other components within the Service chain (even if the outbound protocols are different from the incoming protocols).

	[SLT-COM-4]
	Upon the reception of an SLT trace trigger request, the component MAY provide, other than that requested by the SLT trace trigger request, a different level (i.e. finer detail) and type of logged information (e.g. information that may not be directly associated with the service being invoked).

	[SLT-NI-1]
	Each component MUST expose a standardised interface that allows for the retrieval of all captured SLT trace information or the retrieval of captured trace information pertaining to a specific instance of SLT (e.g. captured trace information on a component may have resulted from several test cases but only captured information associated with one specific instance of SLT is required to be retrieved).

	[SLT-NI-2]
	All trace information MUST be logged by a common logging function. A common logging function MAY reside either on a component or as a standalone logging function within OSPE.


3.4.3 Observations of RD

It should be noted that we have included almost all the requirements from the OPSE RD.

In our opinion, the requirements exist in a few forms:

· Require about life cycle management aspects

· Requirements about the particular life cycle management involved in service level tracing

· More generic requirements really addressed at the level of TMF SDF + OSE (where OSPE may be an ISS enabler). 

· This includes for example requirements on I1, on the use of PE / PEEM, on metadata, repositories/catalogues and management services…
· Associated service model management

3.4.4 Analysis of AD

The AD indicates that “The OSPE focuses on Life Cycle Management (LCM), Service Level Tracing (SLT), and Service Model Management (SMM)”. 

The AD states that “OSPE will focus on:

1) Life Cycle Management 
OSPE will support Life Cycle Management of components and services.

2) Service Level Tracing
Service Level Tracing is the ability to capture and log all relevant information at each Component participating in the service execution of a specific service that is initiated either by an end user or a component.

3) Service Model Management
The ability to manage information about services, and resources, as well as their relations and versions.
Because one or more enablers may be involved in the execution of a service, OSPE has to be able to interact with OMA enablers and some non-OMA resources to make the activities of Life Cycle Mangement (LCM) and Service Level Tracing (SLT) take effect. “
We note in particular the emphasis that “OSPE has to be able to interact with OMA enablers and some non-OMA resources to make the activities of Life Cycle Mangement (LCM) and Service Level Tracing (SLT) take effect”
The architecture so far is:
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Figure 7. OSPE Enabler Architecture
Figure 9  illustrates the OSPE enabler architecture. The OSPE Server receives LCM and SLT requests through OSPE-1 and OSPE-2 respectively, maps the request into a sequence of actions that are specified by the SP and executes them by invoking functions in Provisioning Agent, Tracing Agent, and  Notification Agent (through OSPE-4, 5, and 6).  The OSPE Server uses service, component, and resource meta-data stored in Service Model & Catalogue (SMAC) through OSPE-3.
3.4.5 Observations of AD

We note that OSPE defines a subset of key functions for TMF SDF that directly match the vision of what the resource management SDF ISS would do. The set of function is more limited than what TMF SDF may need though.

We note that OSPE AD notes the need to address services and resources

We note that OSPE offers to model aspects of catalogue / repositories and metadata in ways that are more narrow than the scope and context (e.g. coordination with TMF BSS product and service information repositories) of TMF SDF.

3.5 Possible way forward

3.5.1 Summary
Based on the analysis presented above, we believe
· OSPE can be the basis for the SDF ISS resource management enabler:

· At this stage  it does not provide specification at a usage level of granularity. It can only inspire future work on this at OMA or elsewhere

· In scope the lifecycle management capabilities that it provides as focused on in AD especially is more restricted than what TMF SDF would need from a TMF resource management SDF ISS.

· OSPE requires specification of I1 but does not provide it.

· TYMF SDF priority objective is to specify TMF SDF SMI which directly map to OSE I1 and address the OSPE requirements

· OSPE offers to specify aspects of catalogues, repositories and metadata that are of interest and a subset of what TMF SDF needs to model and specify.

· All of the aspects above including possible extensions to extend scope of life cycl emanagemnet functions or catalogue, repositories and metadata can fit the OSPE WID

· All these aspects also fit within the scope of the TMF SDF proposed Work registry

3.5.2 Considerations
We believe that part of the reasons why the OSPE activity got disaffected stems from the lack of business motivations in a bigger context. Within OSE the management aspects of interest had little interested audience (e.g. the audience is rather at TMF…).

TMF SDF is one of the most active standard activity today in the industry and it has very high attention from many actors not only in the Telecommunication area but in all service provider industries. 

TMF SDF has motivated the need and the role of OSPE planned deliverable in a much wider context where it becomes an essential input to key aspects of SDF.

TMF SDF has offered to actively contribute to OSPE if OPSE is continued. We also expect that many companies, including the supporting companies now have motivations to (re)-contribute now that they understand the value and outcome.

It could be therefore a valid idea that:

· OSPE WID be continued
· Generate OSPE V1 specifications of the life cycle management aspects as planned be completed but with coordination with TMF SDF in terms of:
· Fitting SMAC model and catalog with TMF SDF catalogues, repositories and metadata

· Plan a phase 2 of OSPE to expand OSPE to fully fit functions defined by then by TMF SDF as Resource Manager:

· RD v2

· AD

· TS

We note that this can be achieved within the scope of OSPE WID (with multiple release versions).

3.5.3 Collaboration Beyond OSPE

Other aspects may be the object of a separate WID that ARC may drive to address all aspects of OMA / OSE where OMA can collaborate with TMF SDF:

· Charging SDF ISS based on charging enablers and Parlay APIs on charging
· Profile SDF ISS based on GSSM enabler

· Resource management SDF ISS as composition of OMA DM and OMA OSPE

· Other aspects…
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

We recommended that OMA ARC consider the opportunity of the collaboration with TMF SDF and how it could open new opportunities for OSPE, OSE and other OMA enablers for wider understanding and adoption in the Telecommunication industry and beyond.
We recommend therefore that this alternative (section 3.6, especially section 3.6.2) be seriously considered as an alternative to OMA-ARC-2008-0108-INP_Transform_OSPE_to_Reference_Release. 

Should our proposed alternative be agreed, we should then:

· Communicate to OMA TP the intention to resume the WID and invoke the present contribution as a sign of revived input and interest form member companies

· Update the WISPR based on the WG opinion and considering the TMF SDF work register (OMA-ARC-2008-0115R01-TMForum_SDF_Work_register_for_OSPE).
· Reply to TMF SDF to propose necessary update to the work register with proposed way forward and resulting dates.
· Bring to OMA TP attention the potential items sketched in section 3.6.3
If the alternative is not agreed, we then recommend:

· Communicate to OMA TP the intention to proceed per OMA-ARC-2008-0108-INP_Transform_OSPE_to_Reference_Release
· Consider putting together a new WID dedicated to collaborating OMA enablers as TMF SDF ISS. These would include resource management ISS inspired from OSPE and the potential items sketched in section 3.6.3
· Reply to TMF SDF to update on OSPE and propose necessary update to the work register with proposed way forward (new WID) and resulting dates.
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