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1 Reason for Contribution

This document provides text for chapter 5 of the OSPE Technical Specifications, on the Life Cycle Management Process.  
2 Summary of Contribution

The proposed text on Life Cycle Management Process consists of two sections: Service life cycle management and Component life cycle management.  The section on Service life cycle management process is a revision of document OMA-ARC-OSPE-2008-0008-INP_Specification_for_Service_Life_Cycle_Management_Process which was noted by the Architecture group.  The section on Component life cycle management is new text that was provided by the OPUCE project.  

We propose to insert the text in section 3 below into chapter 5 of the OSPE Technical Specifications document.  The original author of this text is mr. José María del Álamo of the Universidad Politécnica de Madrid.
3 Detailed Proposal

5.
Life Cycle Management Process
The Life Cycle Management (LCM) process allows OSPE Requesters to manage the life cycles of components and services. Life Cycle Management covers all states and transitions of a service or a component from the first instantiation until the final removal from the OSPE. The LCM process itself is defined as a set of management activities, each of which produces a transition between states of the life cycle.

A precondition for the LCM process is that all information about the component or service to be managed must be registered previously in the SMAC. 

The Life Cycle Management Process is initiated by an OSPE Requester via the OSPE-1 interface to the OSPE Server. The OSPE Server verifies that all the information needed to serve the management request is available using the OSPE-3 interface to the SMAC, and checks if the request is valid in the current life cycle state of the component or service.

Once the necessary information has been retrieved from the SMAC, OSPE Server decomposes the management request into more elementary management tasks, and executes them by issuing the corresponding requests to Provisioning Agents over the OSPE-4 interface.

At any time during the management process it might be needed to notify the requester, the components of back end systems about the progress or result of the management tasks.  The OSPE Server do this by requesting such notification from Notification Agents using the OSPE-6 interface.

It may also be necessary to update service or component related information in the SMAC as a result of a change of life cycle status. To achieve this, the OSPE Server uses the OSPE-3 interface to the SMAC.

Finally, the OSPE server sends the OSPE Requester the result of requested management action. If (and only if) the request was a withdrawal request, then the OSPE Requestor can complete the LCM process by deleting all information about the service or component from the SMAC using the OSPE-3 interface.

5.1  Service life cycle management process 
In line with other service management standards, we shall consider the Service Life Cycle Management process to have at least four general states: creation, deployment, operation and withdrawal.

Service and component creation is out of scope for the OSPE Enabler. However, the outcome of this activity, i.e. the Service Models and the Service Deployment Instances, are used by OSPE in the management process.  The initial description of a component or service resulting from the service creation activity MUST therefore be stored in the SMAC before OSPE life cycle management can start.

Service life cycle management process requests are received by the OSPE Server via the OSPE-1 interface. The OSPE server SHALLmap the management request into a sequence of actions that are specified by the SP. The service life cycle management requests can be classified in service deployment, service operation and service withdrawal requests.

Service deployment includes a sequence of activities such as code installation, provisioning, service configuration and service publication. The first three are related to target resources, and they SHALL therefore be executed by one or more Provisioning Agents.  The OSPE Server SHALL make the service deployment requests to the Provisioning Agents over the OSPE-4 interface. Service publication aims at publishing the service, and SHALL therefore be executed by a Notification Agent.  The  OSPE Server SHALL use the OSPE-6 interface to make service publication requests to Notification Agenst.

Service operation includes management operations that can be executed on a deployed service, including administrative and business related activities (the latter are out of scope for OSPE). Administrative activities include activation, passivation, running and monitoring of a deployed service.  These activities SHALL be coordinated by the OSPE Server and MUST be executed by one or more Provisioning Agents. Monitoring activities MAY be executed through one or several OSPE Notification Agents.

Service withdrawal includes the activities needed to withdraw a service from the platform, such as un-publishing the service, de-registering the service, un-provisioning tasks, etc. Again, these activities SHALL be coordinated by the OSPE Server and SHALL be executed by one or several Provisioning Agents.

When the service has been withdrawn, the Service Model and the Service Deployment Instance can be deleted from the SMAC. Although the OSPE-3 interface supports this operation, it is out-of-scope of Service Life Cycle Management Process, as the request will be made directly by the OSPE client rather than by the OSPE server.
5.2  Component life cycle management process
Very often a service is a mash-up created through the composition of one or more components or “base services”.  Such mash-ups are offered to end-users under a specific billing plan either imposed by the platform or defined by the provider of the mash-up.

The life cycle of a mash-up can be regarded as being composed of the life cycles of its components, as shown in figure X.  The resulting life cycle of the composed service or mash-up again resembles the life cycle of an individual service.  However, two important constrains must be taken into account:

· A mash-up can be created only during the coexistence of the operational state of all the base services it is composed of.

· All mash-ups using a base service in their compositions must be withdrawn before that base service exits its operational state.
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Figure X. Life cycle management for a mash-up of two components

Figure X shows that from the perspective of composing mash-ups from components or “base services”, only the operational state is relevant.  The Creation, Deployment and Withdrawal states for individual components are the same as in the generic service life cycle management model, and therefore do not have to be considered in more detail.
The operational state for components consists of two sub-states, called “up” and “down”.  A service moves from up to down state by a passivation event, and from down to up state by an activation event.  The states and their transition events are illustrated in figure Y.
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Figure Y. Operational state for components

In the up state, a component can receive requests to execute its logic, but also to configure for inclusion in a mash-up.  Such a configuration request may include creating a new account, setting certain parameters or reserving resources such as storage space.  Such configuration requests must be standardized.
In the down state, a component cannot receive requests of any kind, except an activation request.

It follows therefore that all components of a mash-up must be in the up state before the mash-up can be operational.  This means that any a component must notify OSPE of any change in operational state (up –> down or down –> up) as this may affect any mash-ups it is used in.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The ARC group is kindly asked to discuss and agree this contribution, or to provide recommendations for its revision.
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