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1 Reason for Contribution

This paper presents some considerations on Flow Control and Concurrency of multiple Toolkit Applications on a UICC related to the SCWS.

It references the following contributions:

· The CR to SCP TEC on BIP in server mode (SCPt050050 included in OMA-SEC-2005-0072-ILS-Smart-Card-Web-Server-Connectivity-Solution-Based-on-BIP-fromSCPTEC)

· The alternative proposal in the LS from SCP TEC based on multiple port tunnelling (SCPt050096 included in OMA-SEC-2005-0072-ILS-Smart-Card-Web-Server-Connectivity-Solution-Based-on-BIP-fromSCPTEC). It will be nicknamed TLV tunnelling in this paper.

· The Dual Interface Proposal from TIM (OMA-SCT-2005-0036-OMA-SCWS-Dual-Interface-proposal).

· SmartTP as proposed in OMA-SCT-2005-0053-SmartTP-protocol.

2 Flow Control

Flow Control in TCP

TCP implements a flow control mechanism based on "window advertisement": Once a TCP connection is established, each party advertises its window (= number of additional bytes it is able to receive, relative to the last byte that is positively acknowledged) to the other side. The sender is only allowed to send bytes inside this window. If the receiver is busy, it may happen that he sets window to zero, effectively stopping the incoming data flow until he is finished with the current task. Then the receiver will announce a window greater than zero again and the sender can resume sending data.

This mechanism works per TCP connection. I.e. even if a client opens 2 TCP connections to the same port on a server, each connection has its own flow control.

An efficient interface between the proposed gateway and the SCWS should take these flow control mechanisms into account and extend the TCP flow control to the SCWS.

Flow Control in "normal" BIP

BIP provides an extension of the TCP flow control mechanisms to the card:

· With the RECEIVE DATA commands the UICC has full control over the incoming data flow. If the remote entity wants to send more data than the UICC and the Rx buffer in the ME can currently handle, the ME will close the TCP window so that its Rx buffer will not overflow.

· With the TERMINAL RESPONSE to a SEND DATA, the ME informs the UICC of the amount of space still available in its Tx buffer.

So the currently specified BIP implements the mechanisms required to reflect the flow controls properties of TCP.

Flow Control with BIP in server mode

The same is true for the proposed BIP in server mode, since each TCP connection is handled on a separate BIP channel.

Flow Control with the TLV tunnelling proposal

Concerning flow control, the TLV tunnelling proposal has one drawback: BIP flow control is only possible on the tunnel, but not separately on each single connection multiplexed through the cannel.

It would be possible to add control information for that, but it could be questioned, if BIP in server mode is not the simpler proposal.

Flow Control with the SmartTP

No flow control mechanism could be identified in SmartTP. So this seems to be an unsolved issue.

If SmartTP is transported inside BIP, flow control would be comparable to the TLV tunnelling proposal.

3 Concurrency

This section wants to highlight the issue of concurrency of the SCWS and another proactive session.

The following use case is proposed:

· There is a HTTP request coming in for the SCWS.

· To answer properly, the SCWS has to get some data from a remote server.

· To do that, the UICC opens a "normal" BIP channel to a server in the Internet and retrieves the relevant information.

· Now the SCWS constructs the HTML page and transfers it via the gateway to the client.

Mapping this use case to the Dual Interface Proposal

The dual interface proposal suggests using a separate logical channel (channel 1 is used below) for the SCWS and a new SW (e.g. 92xx, which is used below) for proactivity, to avoid conflicts with 91xx.

The use case above would result in the following dialog:

· ch1: DATA AVAILABLE – 92xx

· ch1: FETCH (RECEIVE DATA – the HTTP request) – TR (terminal response) – 91xx (to switch to ch0 for the session with the remote server)

· ch0: FETCH (OPEN CHANNEL – to the remote server) – TR – 91xx

· ch0: FETCH (SEND DATA – request to remote server) – TR – 9000

· ch0: DATA AVAILABLE – 91xx

· ch0: FETCH (RECEIVE DATA – the answer from the remote server) – TR (terminal response) – ???
At this point, there is a problem: 92xx would be the appropriate answer to restart the proactive session on channel 1, but this is not allowed on channel 0.

As an alternative, the UICC could answer 9000. But now, additional proactive polling with all its side effects (e.g. power consumption) would be necessary on channel 1 to restart the session and transfer the HTML page to the gateway. This will cause an unnecessary delay, because the SCWS has to wait for the next STATUS command to restart the session on channel 1.

Alternative Proposal: Multiple proactive commands in parallel

Each CAT command and its TERMINAL RESPONSE today carry a command number in the command details. However, there is no real use for this command number, as today only one command can be active at a time.

However, most likely this command number was introduced to enable several commands running in parallel in the future. This feature can be used for the SCWS to avoid blocking off a "normal" proactive session.

The use case given in section 2.1 of the Dual Interface proposal would look like this (all on channel 0):

· FETCH (command 1: SEND DATA) – 9000 (waiting for TR)

· SMS PP DD (containing a DISPLAY TEXT) – 91xx (this starts a second proactive session in parallel)

· FETCH (command 2: DISPLAY TEXT) – 9000 (DISPLAY TEXT is executed in parallel to the SEND DATA still active)

· TR (command 1) – 91xx (if more has to be done) or 9000

· TR (command 2) – 91xx (if more has to be done) or 9000

This approach would also avoid the problem outlined above with the dual interface proposal even if here it does not even need a second proactive command in parallel. Again everything is on channel 0:

· DATA AVAILABLE – 91xx

· FETCH (RECEIVE DATA – the HTTP request) – TR (terminal response) – 91xx

· FETCH (OPEN CHANNEL – to the remote server) – TR – 91xx

· FETCH (SEND DATA – request to remote server) – TR – 9000

· DATA AVAILABLE – 91xx

· FETCH (RECEIVE DATA – the answer from the remote server) – TR (terminal response) – 91xx

· FETCH (SEND DATA – HTML page to gateway) – TR – 9000

4 Recommendation

If flow control and the concurrency of multiple proactive sessions are considered, it seems that BIP in server mode on channel 0 best solves all the requirements, if

· the current limitation of only one proactive command at a time is removed and at least two proactive commands are allowed to be active in parallel, and if

· the number of BIP channels (currently 7) is extended.

OMA is requested to consider the approach outlined above in its next meeting.

5 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.










NO REPRESENTATIONS OR WARRANTIES (WHETHER EXPRESS OR IMPLIED) ARE MADE BY THE OPEN MOBILE ALLIANCE OR ANY OPEN MOBILE ALLIANCE MEMBER OR ITS AFFILIATES REGARDING ANY OF THE IPR’S REPRESENTED ON THE “OMA IPR DECLARATIONS” LIST, INCLUDING, BUT NOT LIMITED TO THE ACCURACY, COMPLETENESS, VALIDITY OR RELEVANCE OF THE INFORMATION OR WHETHER OR NOT SUCH RIGHTS ARE ESSENTIAL OR NON-ESSENTIAL.

THE OPEN MOBILE ALLIANCE IS NOT LIABLE FOR AND HEREBY DISCLAIMS ANY DIRECT, INDIRECT, PUNITIVE, SPECIAL, INCIDENTAL, CONSEQUENTIAL, OR EXEMPLARY DAMAGES ARISING OUT OF OR IN CONNECTION WITH THE USE OF DOCUMENTS AND THE INFORMATION CONTAINED IN THE DOCUMENTS.

USE OF THIS DOCUMENT BY NON-OMA MEMBERS IS SUBJECT TO ALL OF THE TERMS AND CONDITIONS OF THE USE AGREEMENT (located at http://www.openmobilealliance.org/UseAgreement.html) AND IF YOU HAVE NOT AGREED TO THE TERMS OF THE USE AGREEMENT, YOU DO NOT HAVE THE RIGHT TO USE, COPY OR DISTRIBUTE THIS DOCUMENT.

THIS DOCUMENT IS PROVIDED ON AN "AS IS" "AS AVAILABLE" AND "WITH ALL FAULTS" BASIS.

© 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Page 1 (of 4)
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-InputContribution-20040917]

© 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Page 3 (of 4)
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-InputContribution-20040917]

