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Reason for Change
The objective of this CR is to introduce a new feature (“largeDataPolling”) for OMA Push channel types which allows large notification lists to be delivered to the client over a HTTP Polling “channelURL” which is dynamically created by the server based on client’s request upon OMA Push Notification Channel creation. 
The largeDataPolling mechanism is intended to be used by clients that due to various reasons (e.g. resources limitation such as battery) cannot use a Long Polling method or cannot deal with the limited notification size of OMA Push delivery method. Hence this hybrid approach allows a just-in-time HTTP Polling feature via the OMA Push channel type.
That is, the client as part of the OMA Push channel creation can inform the server that it desires to retrieve notifications in a HTTP Polling manner if the number of notifications is more than the specified “maxNotifications” or beyond the known limitation (512 compressed/binary bytes or 2K uncompressed bytes) of OMA Push delivery method.
The server accordingly assesses the notifications size/number as they arrive and if the notification list goes beyond the limitations as set by the client (maxNotifications) or inherently known of the OMA Push delivery method, it dynamically creates a ChannelURL and informs the client of it through a notification which is delivered over the OMA Push channel. The client starts polling on the channelURL until it fetches all the awaiting notifications at which point the server signals the client that the notifications have all been retrieved and as a result the channelURL is destroyed.
This feature was discussed in ARC’s meeting dated May 26, 2015 (see CR52R01). While the introduced feature was deemed valuable, it was decided to have the CR Noted to be re-discussed at ARC F2F meeting in Miami. Some questions which were raised in the meeting (May 26, 2015) are addressed below:
1. Question: How does the client know it needs this feature? Should the server decide that this feature should be enabled due to the size limitation of the delivery channel and just inform the client? (e.g. If the client expects sudden burst of large number of notifications which the client is not ready to handle…)
Reply: 
· Just like today where the client is in the driving seat choosing the type of Notification Channel (i.e. Long Polling, WebSocket or OMA Push), it makes sense for the client to be the one also (based on its needs, capabilities of the Channel Type and delivery environment limitations) choosing certain features (e.g. dynamic polling channelURL) of a given Notification Channel type when such a feature is made available by the server.
· Another advantage of going with this option of allowing the client to indicate this choice (Vs the server on the fly determining that it needs to create a dynamic polling channelURL) is that, the existing clients in the field which are using OMA Push channel types are not bothered with this newly introduced feature. If the client in advance has not been coded to take advantage of the feature, it certainly creates unnecessary complexities for the client.
2. Question: Can a long polling channel and a dynamically created Polling channel co-exist?
Reply: It doesn’t make sense for the same client application running on the same device to have two different channel types created and receive the same notifications from two different channels (receiving duplicated notifications doesn’t makes). Hence, such a situation is unlikely to happen by the same client running on the same device. 
However, it very well could be a possibility by two separate client applications interested in the same events for the same user (e.g. multi-device environment use case). Under such a use case if the client_Id is the same, then from server’s perspective it may be seen as the same client requesting two different notification channel types. As a result, it seems logical for the server to allow the same client being able to create two different Notification Channel types (e.g. long polling channel and a dynamically created Polling) and have them treaded separately. That is trust that the client knows what it needs.

3. Comments: Add a statement at the beginning stating when/how the client knows it needs to use the “largeDataPolling” feature of OMA Push. Also, remove repetition and reword as necessary?
[bookmark: _GoBack]Reply: The proposed CR59 (section 5: OMA Push area) addresses the comments accordingly.
Impact on Other Specifications
None	
Intellectual Property Rights
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Recommendation
The ARC group is recommended to accept the proposed changes to Notification Channel API.
Detailed Change Proposal	
See Attached OMA-TS-REST_NetAPI_NotificationChannel-V1_0-20150304-D_CR59.   
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