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1 Reason for Change

 This contribution describes the concept of Network Cloud as strategic differentiator for communications service providers vs. OTT content or hosting providers.
2 Impact on Backward Compatibility

No impact

3 Impact on Other Specifications

No other specifications are affected.

4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

We recommend that changes be discussed, accepted and incorporated into the white paper.

6 Detailed Change Proposal

Change 1:  Add Chapter 7.5 Network Cloud for Communications Service Providers
7.5 Network Cloud for Communications Service Providers
The majority of today’s cloud services like Over-the-Top (OTT) Video or Software-as-a-Service (SaaS) offerings assume client devices are connected to backend infrastructure over low latency networks with unlimited bandwidth. Growing intelligence on devices and on the backend infrastructure has created a perception that value is more in the end systems than on the network connecting them. Customer expectation now is that innovative “free” OTT services are available over flat-rate bandwidth.

Average financial reports of communications service providers show revenue from voice reducing, flat from data, and the low share of Value Added Services. The current rate of innovation in the network is not fast enough to sustain rapid growth of traffic.

The expected gap between traffic growing faster than connectivity revenue is being handled by communications service providers using a mix of:

· Upgrading network capacity using modern transmission systems that provide a lower cost per bit than legacy approaches.
· Introducing “Policy based” management systems that can control the amount of bandwidth consumed per user, including the facility to provide volume related pricing and premium charging.

· Expanding Value Added Services by for example providing own OTT services, IPTV services, IaaS cloud services, IT Outsourcing or M2M platform services
· “Network Cloud” developments enabling strategically differentiating business models, promising to extract more value from the carrier network assets.

Network Cloud trends are enabled by the ongoing reduction of unit compute and storage costs which allows transformation of networks by use of virtualized network resources:

· Volume IT servers for compute and storage requirements can be moved from backend datacenters into core, metro and access network sites, to reduce the length and cost of networking facilities required to deliver services to devices 
· Today’s network elements can be transformed into virtualized network “appliance” application workloads running on infrastructure formed from clusters of scale-out servers or virtual machines. This distributed Infrastructure-as-a-Service (IaaS) can support multi-tenanted service requirements with the Service Provider achieving profitability from an economy of scale, and exploit modern datacenter power management approaches to reduce operational expenditure on power.
· Reusing underutilized over-provisioned network infrastructure resources for other computing tasks during off peak-hours.
Using volume compute and storage in caching servers inside carrier network is current trend of Content Deliver Networks (CDN) and is differentiated answer to delivery of rich video which is major and growing part of the Service Providers traffic mix.  OTT providers’ method of caching content is to build worldwide caching system including intelligent protocols to find caching servers with fastest access and download times. Content owners will be interested in offering content over various CDNs in interoperable way which requires standardized CDN APIs to enable business models of federated CDNs operated by multiple communications service providers. Service Providers can now build their own CDN services inside their regional networks exploiting their own distributed facilities locations, which are not generally available to the Content Providers.
Virtualized and reusable network infrastructure is enabled by volume servers that have economy of scale allowing more investment in improvements to all hardware critical components (processors, memory, storage and connectivity) and enabling faster advances in efficient software to solve challenges and provide new services offerings. Types of workloads that will in future have option of transforming networks range from signal processing like mobile video, packet processing like routing, security, control and applications. Getting such workloads into virtualized network infrastructure will allow new architectural approaches enabling new differentiating end-to-end use cases with business models built on top of them.
While the current cloud services practice anticipates that enterprises will be able to exploit compute resources from dedicated Cloud services datacenters, the Service Providers are now able to repurpose spare network infrastructure resources as cloud computing capability for their own use or external customer requirements. This requires network cloud to be federated with other cloud environments of the same communications service provider to allow bursting between those clouds. This way network cloud environment logically becomes an integrated part of IaaS cloud environment, all controlled from central cloud management. Further federation could be done with cloud environments from other providers.
Change 2:  Add new changes
Change 3:  Add new changes
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