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1. Scope

This technical specification describes Management Objects and Generic Alerts that are needed to provide the DM Gateway functionality, as defined in [DMDICT].

2. References
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2.2 Informative References

	[DMBOOT]
	“OMA Device Management Bootstrap”, Version 1.3, Open Mobile Alliance™, OMA-TS-DM_Bootstrap-V1_3,                                                                                                            URL:http://www.openmobilealliance.org/

	 [DMDICT]
	“OMA Device Management Dictionary”, Version 1.0, Open Mobile Alliance™,
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	 [OMADICT]
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OMA-ORG-Dictionary-Vx_y,                                                                URL:http://www.openmobilealliance.org/

	
	


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

For all definitions, kindly consult [OMADICT] and [DMDICT].
3.3
Abbreviations

	DM
	Device Management

	GRUU
	Globally Routable User Agent URI

	GwMO
	Gateway Management Object

	IP
	Internet Protocol

	MO
	Management Object

	MSRP
	The Message Session Relay Protocol

	OMA
	Open Mobile Alliance

	OMA
	Open Mobile Alliance

	SIP
	Session Initiation Protocol

	URI
	Uniform Resource Identifier

	WAP
	Wireless Application Protocol

	XML
	Extensible Markup Language


4. Introduction

The OMA DM protocol is used for the remote management of devices. In many instances, the OMA-DM Server and the OMA-DM Client communicate with each other directly. However, direct communication between the DM Server and the DM Client is not always possible, nor desirable, due to inaccessibility of devices behind a firewall or devices supporting a management protocol other than OMA-DM. This TS provides a framework for OMA DM to manage devices indirectly i.e. through a Gateway. The precise role played by the DM Gateway in a management session involving a Server and a Client depends upon the mode of operation of the DM Gateway. In some instances the Gateway is managed by an OMA DM Server, and in turn, the Gateway manages other devices under it. In other instances, the DM Gateway merely enables a DM Server to communicate with an otherwise unreachable DM Client. The various modes of operation of the DM Gateway are defined in Sections 5.1 and 8.

4.1 Version 1.0

Version 1.0 introduces the OMA Gateway MO enabler. This enabler contains 3 management objects – Device Inventory, Gateway Configuration, and Fanout. Note that Gateway Configuration contains 3 major sub-trees for bootstrapping, alerts and device grouping.
5. Overview of DM Gateway functionality 
(Normative)

This section provides an overview of the DM Gateway functionality.

5.1 Gateway modes of operation

The DM Gateway has the following operation modes:

· Transparent Mode: The DM Gateway assists the DM Server in sending a DM Notification to the End Device(s) behind the DM Gateway. In this mode, the DM Gateway forwards the DM Notification to the End Device(s). The DM Gateway does not participate in the management session that gets established between the DM Server and the End Device, after the delivery of the DM Notification to the End Device(s).
· Proxy Mode: The DM Gateway manages End Device(s) behind the DM Gateway on behalf of the DM Server over DM protocol. Two related DM sessions are established. One is between DM Server and DM Gateway and the other is between DM Gateway and the End Device(s).
· Adaptation Mode: The DM Gateway manages End Device(s) behind the DM Gateway on behalf of the OMA-DM Server over a non-OMA-DM protocol.

The DM Gateway can operate in different modes for different devices simultaneously.

5.1.1 Transparent Mode

Transparent mode only provides for the passing along of notification messages. Devices and servers are free to communicate with each other by normal means.
5.1.2 Proxy Mode

In Proxy Mode, the DM Gateway manages devices on behalf of the DM Server over DM protocol. There are two DM sessions established when the management activities are ongoing. One session is between DM Server and DM Gateway and another one is between DM Gateway and devices. Note that it is optional for the DM Gateway to cache the information of the attached devices.

Note2: The relative URI construction for Group management and 1:1 management is FFS.
After the device initiates the DM session with the DM Gateway, the DM Gateway will initiate another DM session with the DM Server on behalf of the device. The DM gateway will send the same DevInfo to the DM Server. The DM Server will send the management operations to the DM Gateway and the DM Gateway will transfer the operations to the device. After execution by the device, the DM Gateway will get the responses sent by the device and transfer them to the DM Server. 

5.1.2.1 Message Examples

TBD

5.1.3 Adaptation Mode

When operating in Adaptation Mode, the DM Gateway is expected to make best effort to translate between the OMA DM commands/data and the other management protocol.
6. Management Objects 
(Normative)

This specification conforms to the Management Object definition and description convention, as laid down in the [TND] specification.

This section describes the various management objects that have been defined for realizing the DM Gateway [DMDICT] functionality.
6.1 Device Inventory MO

6.1.1 MO Description

The Device Inventory MO resides in the Management Tree [DMStdObj] of the DM Gateway and it maintains a list of devices in the network that are managed through the DM Gateway.  This MO is populated as and when the DM Gateway becomes aware of new devices in the network.

Figure 1 gives the pictorial description of the Device Inventory MO.  The description of the various nodes within this MO is given below.
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Figure 1: Device Inventory MO
<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get, No Replace


This placeholder node is the root node for the Device Inventory MO.  The parent node of this node defines the location of this MO in the DM Gateway's Management Tree.

The Management Object Identifier for the Device Inventory MO MUST be: “urn:oma:mo:oma-gwmo-deviceinventory:1.0”.

<x>/Inventory

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get, No Replace


This interior node is the parent node for all device inventory entries.

<x>/Inventory/DevCount

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	int
	Get, No Replace


This leaf node gives the number of devices that are managed through the DM Gateway. This value MUST only be set by the Gateway.
<x>/Inventory/<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	node
	Get, No Replace


This placeholder node contains the device inventory entry for a specific device that is subtending from the DM Gateway.

<x>/ Inventory/<x>/DeviceID
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, No Replace


The value of this leaf node provides the public identity of the Device. This identifier is used by the DM Server to indicate to the DM Gateway the target End Device to be managed. This identifier MUST be assigned by the DM Gateway and it MUST be unique within the Management Tree of the DM Gateway.

<x>/ Inventory/<x>/DevType

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, No Replace


This value of this leaf node is the device type.

Noted:Two approaches: (1) Define new structure and get nodes from DevInfo and DevDetail?

(2) Copy the DevInfo and DevDetail?

<x>/ Inventory/<x>/DevSubType

	Status
	Occurrence
	Format
	Min. Access Types

	Optional
	One
	chr
	Get, No Replace


This optional leaf node provides more detailed sub-classification of the device. 

<x>/ Inventory/<x>/AddressType

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	int
	Get, No Replace


The value of this leaf node specifies the address type of the device that is maintained by the DM Gateway.  Valid values for this node are as per the following table. If the value of this node is ‘0’, then the value of Address node MUST NOT be present. If the value of this node is greater than ‘0’, then the value of Address node MUST be the public routable address comply with the type specified in AddressType node.
Valid values for this node MUST be one of the following:

	Value
	Meaning
	Description

	0
	Non-Routable
	The address of the device is non-routable.

	1
	IPV4
	The address of the device is the IP address version 4. The DM Notification will be sent as a connection oriented push message over HTTP [PushOTA].

	2
	IPV6
	The address of the device is the IP address version 6. The DM Notification will be sent as a connection oriented push message over HTTP [PushOTA].

	3
	GRUU
	The address of the device is the GRUU address. The DM Notification will be sent as a connectionless SIP MESSAGE or a connection oriented MSRP message [SIPPush].


Note: We can describe how the Gateway will expose this info according to policy.
<x>/ Inventory/<x>/Address

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	chr
	Get, No Replace


The value of this leaf node provides the public routable address of the device.

<x>/ Inventory/<x>/Mode

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	int
	Get, No Replace


The value of this leaf node indicates the operation mode of the DM Gateway for the device in question.  The permitted values are the as per the following table.

	1
	The Gateway is operating in Transparent Mode.

	2
	The Gateway is operating in Proxy Mode.

	3
	The Gateway is operating in Protocol Adaptation Mode. 


<x>/Ext

	Status
	Occurrence
	Format
	Min. Access Types

	Optional
	ZeroOrOne
	node
	Get


This interior node is for vendor-specific extensions to the Device Inventory MO.

6.2 Gateway Config MO

6.2.1 MO Description

The Gateway Config MO resides in the Management Tree [DMStdObj] of the DM Gateway and it maintains information regarding the handling of different types of Devices by the Gateway.
DevTypeInfo is used to hold bootstrapping information for different types of devices.

Config is used by the DM Server to configure alerts that the DM Gateway might send to the DM Server.
DevGroup is used to put attached devices into groups, which can then be addressed for notifications or command fanouts.
Figure 2 gives the pictorial description of the Gateway Config MO.  The description of the various nodes within this MO is given below.
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Figure 2: Gateway Config MO
<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	node
	Get


This placeholder node is the root node for the Gateway Config MO. The parent node of this node defines the location of this MO in the DM Gateway's Management Tree.

The Management Object Identifier for the Gateway ConfigMO MUST be: “urn:oma:mo:oma-gwmo-config:1.0”.
<x>/DevTypeInfo

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This interior node contains all the information pertaining to the handling of different types of devices by the DM Gateway. 

<x>/DevTypeInfo/<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	node
	Get, Add, Delete


This placeholder node contains information pertaining to the handling of one particular type of device by the DM Gateway. 

<x>/ DevTypeInfo/<x>/DevType

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Replace


The value of this leaf node specifies the device type for which the bootstrap information is applicable

<x>/DevTypeInfo/<x>/BStrapInfo

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This interior node contains all the bootstrapping records that are needed for client-initiated bootstrap for the device type.

<x>/DevTypeInfo/<x>/BStrapInfo/<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	node
	Get, Add, Delete


This placeholder node contains one bootstrapping record that has all the information for client-initiated bootstrap for the device type.

<x>/DevTypeInfo/<x>/BStrapInfo/<x>/BStrapURL

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Replace


The value of this leaf node indicates the URL of the Bootstrap Server for the device type.

<x>/DevTypeInfo/<x>/BStrapInfo/<x>/Uid

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	chr
	Get, Replace


The value of this leaf node is the user identifier to be used for the HTTPS session with the Bootstrap Server.  If this node is not present, no user identifier is needed.

<x>/DevTypeInfo/<x>/BStrapInfo/<x>/Passwd

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	chr
	No Get, Replace


The value of this leaf node is the password to be used for the HTTPS session with the Bootstrap Server.  If this node is not present, no password is needed.


<x>/DevTypeInfo/<x>/ReptServerIds

	Status
	Occurrence
	Format
	Min. Access Types

	Optional
	One
	node
	Get


This interior node contains all the DM Servers that need to be notified by the DM Gateway when a device of the specified type is first detected by the DM Gateway.

<x>/DevTypeInfo/<x>/ReptServerIds/<ServerId>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	null
	Get, Add, Delete, Replace


The name of this placeholder leaf node is the identifier of the DM Server that needs to be notified when a new device of the specified type is detected by the DM Gateway.  The DM Gateway MUST have been previously bootstrapped to this DM Server.

<x>/Config
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This placeholder node contains the configuration parameters for the DM Gateway.
<x>/Config/InventoryAlert
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This interior node contains the configuration parameters for Device Inventory Alerts 

<x>/Config/InventoryAlert/ReportAll
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	bool
	Get, Replace


This leaf node indicates whether all Device Attach or Detach events within the DM Gateway will be reported to the DM Server. If the value of this node is ‘true’ the DM Gateway MUST report all Device Inventory Alerts to the DM Server. If the value of node is ‘false’, then the DM Gateway MUST report the Device Inventory Alerts according to the conditions specified in <x>/DevTypeInfo/<x> sub-tree. The default vale of this node is ‘false’.
<x>/Config/InventoryAlert/<x>
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Add, Replace


This placeholder node contains the configuration parameters of the Device Inventory Alert.
<x>/Config/InventoryAlert/<x>/DeviceType
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Add, Replace


This leaf node contains the DeviceType. The DM Gateway MUST report the Device Inventory Alerts according to the specified device type.
<x>/Config/InventoryAlert/<x>/GroupID
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	chr
	Get, Add, Replace, Delete


This leaf node contains the GroupID defined in the Device Inventory MO. The DM Gateway MUST report the Device Inventory Alerts according to the members within this group.
<x>/DevGroup

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	node
	Get


This interior node contains information pertaining to all the device groups that have been set up on the DM Gateway for the group management of devices that are subtending from the DM Gateway.

The DM Server can use the GroupId to send DM notification and DM commands to multiple devices and receive an aggregated response back.

<x>/DevGroup/<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	OneOrMore
	node
	Get


This interior node acts as a placeholder for one or more device group.
<x>/DevGroup/<x>/GroupID
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, No Replace


This node contains device group identifier it MUST be unique within the Management Tree of the DM Gateway. The value of this node MUST be set by the DM Gateway.
<x>/DevGroup/<x>/GroupSize

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	int
	Get, No Replace


The value of this leaf node is the number of devices within the device group.  The value of this node MUST be set by the DM Gateway based on the number of devices that belong to this group.
<x>/DevGroup/<x>/GroupType
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	Int
	Get, Replace


The value of this leaf node indicates the criteria for membership of this group.  The value of this node MUST be one of the following:
	0
	Enumerated membership (default value)

	1
	Membership based on device type

	2
	Membership based on other conditions set by the DM Server


If the DM Server sets the value to be ‘0’, then the DM Server MUST add individual End Devices under <x>/DevGroup/<x>/<GroupID>/Members sub-tree. 

If the DM Server sets the value to be ‘1’ or ‘2’, then the DM Gateway MUST add individual End Devices under <x>/DevGroup/<x>/<GroupID>/Members sub-tree according to the conditions specified in <x>/DevGroup/<x>/Condition node.

When the <x>/DevGroup/<x>/Members sub-tress is not empty, the DM Server MUST NOT change the value of this node. Any attempt by the DM Server to change the value of this node when the device group is not empty  SHALL be rejected by the DM Gateway, with a status code ‘403 forbidden’.
<x>/DevGroup/<x>/Members

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	node
	Get


This interior node contains all the members of the device group. 
<x>/DevGroup/<x>/Members/<DevId>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	null
	Get, Add, Delete (enumerated membership)

Get, No Add, No Delete , No Replace (device type based membership or other criteria based membership)


The name of this placeholder leaf node is the identifier of the device that is the member of the device group. Any attempt by the DM Server to manipulate (Add, Delete or Replace) this node if the value of the related GroupType node is ‘1’ or ‘2’ MUST be rejected by the DM Gateway, with a status code ‘403 forbidden’.
<x>/DevGroup/<x>/Condition
	Status
	Occurrence
	Format
	Min. Access Types

	Optional
	ZeroOrOne
	node
	Get


This interior node is the parent node for all the information pertaining to a condition based group. 

<x>/DevGroup/<x>/Condition/DevTypeCriteria
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	chr
	Get, Replace


The value of this leaf node is the device type associated with the device group set by the DM Server.  This node is mutually exclusive with the <x>/DevGroup/<x>/Condition/Criteria node. 
<x>/DevGroup/<x>/Condition/OtherCriteria
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Replace


The value of this leaf node is the condition expression that the DM Server wants the device to fulfil. The value of this node is set by the DM Server. 
This node is mutually exclusive with the <x>/DevGroup/<GroupId>/Condition/DevTypeCriteria node.
Note: The structure of the condition expression is TBD.
<x>/DevGroup/<x>/PopulateGroup
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	chr
	Get, Exec


This node is used with Exec command by the DM Server to populate the group when the value of <x>/DevGroup/<x>/GroupTpe is ‘1’ or ‘2’. Once the DM Gateway receives the Exec command, it MUST add individual End Devices under <x>/DevGroup/<x>/Members sub-tree according to the conditions specified in <x>/DevGroup/<x>/Condition node.
<x>/Ext

	Status
	Occurrence
	Format
	Min. Access Types

	Optional
	ZeroOrOne
	node
	Get


This interior node is for vendor-specific extensions to the Gateway Config MO.

6.3 Fanout MO

6.3.1 MO Description

The Fan-out MO resides in the Management Tree [DMStdObj] of the DM Gateway and it maintains information regarding the handling of DM commands fan-out and response aggregation. The Fan-out MO only should be issued in Proxy mode.
Figure 3 gives the pictorial description of the Fanout MO.  The description of the various nodes within this MO is given below.
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Figure 3: Fanout MO
<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	node
	Get


This placeholder node is the root node for the Fanout MO. The parent node of this node defines the location of this MO in the DM Gateway's Management Tree.
The Management Object Identifier for the Fanout MO MUST be: “urn:oma:mo:oma-gwmo-fanout:1.0”.
<x>/FanOut
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This interior node contains all the information pertaining to the handling of the DM commands to be fanned out to multiple End Devices.
<x>/FanOut /FanOutCommands
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	xml
	Get, Replace


The value of this leaf node specifies the <SyncBody> of the DM message represented in xml format that the DM Server wants to operate on the target End Devices. The DM Gateway will send these commands to all target End Devices when ‘Start’ operation is executed by the DM Server.
<x>/ Fanout/TargetGroupRef
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Replace


The value of this leaf node provides a reference to the target group ID as specified in Gateway Config MO in the DM Gateway. The DM Server uses this node to specify the target device group that the commands will be fanned out.

<x>/ Fanout/Operations
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This node is the placeholder for operations within Fanout MO.
<x>/ Fanout/Operations/Start
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Exec


This node is used with Exec command to start the commands fan-out operation; the DM Gateway will send the commands specified in <x>/FanOut / FannOutCommands to the target End Devices within the device group according to <x>/ Fanout/<x>/TargetGroupRef.
<x>/ Results
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get


The interior node contains the response from each End Device in the group for this fan-out operation.

<x>/ Results/<x>
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	chr
	Get, Delete


This placeholder node contains the response from one device in the group.

<x>/Results/<x>/DeviceID
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get


The value of this leaf node is ID of one device in the group.

<x>/results/<x>/DevResult
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get


The value of this leaf node is to store the response from the device for this fan-out operation.

6.4 Image Inventory MO

6.4.1 MO Description

The Image Inventory MO resides in the Management Tree [DMStdObj] of the DM Gateway and it maintains information regarding images (e.g. Delivery Package for SCOMO) which can be retrieved by or delivered to End Device(s). This MO can also be efficiently utilized for delivering images to multiple End Devices combined with, but not limited to, fan-out commands.
Figure 4 gives the pictorial description of the Image Inventory MO. The description of the related nodes within this MO is given below.
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Figure 4: Image Inventory MO

<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	node
	Get


This place holder node is the root node for the Image Inventory MO. The parent node of this node defines the location of this MO in the DM Gateway's Management Tree.

The MOID for the Image Inventory MO MUST be: “urn:oma:mo:oma-gwmo-imageinventory:1.0”.
<x>/ExpiryCriteria
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	int
	Get, Replace


This leaf node specifies the criteria value in the number of seconds for setting <x>/<x>/Expiry of an image. The value of this leaf node is set by the DM Gateway. The DM Gateway’s capability of storing images is limited based on its available resources. For example, the DM Gateway with less available memory will have a smaller value for this node. It is RECOMMENDED that the DM Server sets the <x>/<x>/Expiry less than or equal to the value of ExpiryCriteria. If this node is not present, then it means that the DM Gateway is not resource constraint and able to store image(s) permanently. At this case, <x>/<x>/Expiry can be set freely or deleted by the DM Server.

<x>/<x>

	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrMore
	node
	Get, Add, Delete, Replace


This placeholder node contains information pertaining to the list of images. When the DM Server or the DM Gateway wants to delete a specific image, it MUST be done by sending Delete command to this interior node <x>/<x>.
<x>/<x>/ImageID
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	One
	chr
	Get, Replace


This leaf node specifies the identifier for a delivered image. The value for this leaf node MUST be assigned by the DM Gateway and MUST be unique within Image Inventory MO.

<x>/<x>/Expiry
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	int
	Get, Replace, Delete


This leaf node specifies the number of seconds (the actual remainder time) that the DM Gateway keeps this image. Within this time duration, the image can be used for local delivery to End Device(s). After <x>/<x>/Expiry value reaches zero, the image will be disposed and the associated nodes under <x>/<x> will be deleted. The value of Expiry SHOULD be properly counted down to reflect the actual time left to dispose the image. The DM Server can retrieve/extend the remainder time for an image by Get/Replace command.

If this leaf node is not present, it means that there is no expiry time for this image, and the DM Gateway SHOULD keep this image permanently. In this case, this image can be deleted with an explicit Delete command or by assigning Expiry again.
<x>/<x>/Data
	Status
	Occurrence
	Format
	Min. Access Types

	Required
	ZeroOrOne
	bin
	Get, Add, Replace


This leaf node specifies the actual binary data for an image. When using OMA DM for image delivery, the DM Server can upload the actual image data by sending Add or Replace command to this node. When <x>/<x>/ImageURL is not present, this leaf node MUST be present. In case both <x>/<x>/Data as well as <x>/<x>/ImageURL exist for a given ImageID then Image Inventory MO can use any of them.
<x>/<x>/ImageURL
	Status
	Occurrence
	Format
	Min. Access Types

	Optional
	ZeroOrOne
	chr
	Get, Add, Replace


This leaf node specifies the downloadable URL of the image or its download descriptor, and this node will be set by the DM Server or by the DM Gateway. This URL is used for alternative download mechanisms (such as HTTP Get or Download over the Air [DLOTA]).

In case of HTTP Get, ImageURL can be set to “http://local_address_of_dm_gateway/path_to_image”. The DM Gateway SHOULD properly place this image in the context of the HTTP server for the successful download triggered by End Device(s) with ImageURL.
Note: More specify how ImageURL can be used with DLOTA and other Alternate delivery mechanisms. 
7. Alerts 
(Normative)

This section describes the various alerts that have been defined for realizing the DM Gateway [DMDICT] functionality.  Some of these alerts are issued by the DM Gateway, but other alerts may be issued by the end Device and the DM Server as well.
7.1 Device Inventory Update Alerts

The Device Inventory Update Alerts are used by the DM Gateway to notify the DM Server when there are Devices attached or detached to the DM Gateway. 

The Device Inventory Update Alerts MUST carry a XML body which conforms to the schema specified in Appendix D to describe the attached or detached devices. The alert content includes the following parameters: 
· DeviceID: Specifiy the Identifier for the Device.  
· Mode: Specify the operation mode of the Device. (Device Attach Alert only)
7.1.1 Device Attach Alert

The Device Attach Alert is issued by the DM Gateway to the DM Server when the Gateway detects a new device within the DM Gateway.

The Device Attach Alert conforms to the Generic Alert [DMPRO] mechanism. The alert message includes the following data:

· <Meta>/<Type> element: Contains the media type of the alert content. The value MUST be the alert type identifier ‘urn:oma:at:oma-gwmo:deviceattached:1.0’.
· <Meta>/<Format> element: Contains the format of the alert content. The value MUST be ‘xml’.
· <Meta>/<Mark> element: Contains the importance level of the alert message. This element is optional.
· <Source>/<LocURI> element: Contains the source address of the MO. The value MUST be the address of the <x>/Inventory node.
· <Item>/<Data> element: Contains the device information of the attached devices in xml format as defined in Appendix D 
When the device information exists on the DM Server, the DM Server MUST update the device information according to the Device Attach Alert.

The following is the example of the Device Attach Alert message which reports four attached devices:

<Alert>
  <CmdID>2</CmdID>
  <Data>1226</Data>
<!-- Generic Alert -->
  <Item>
    <Source><LocURI>./Gateway/Inventory</LocURI></Source>
    <Meta>
      <Type xmlns=’syncml:metinf’>

        urn:oma:at:oma-gwmo:deviceattached:1.0
      </Type>
      <Format xmlns=’syncml:metinf’>xml</Format>
      <Mark xmlns=’syncml:metinf’>informational</Mark>   <!-- Optional -->
    </Meta>
    <Data>
      <![CDATA[
        <DeviceInventory>
          <Device>
            <DeviceID>device123</DeviceID>
            <Mode>1</Mode>
          </Device>
          <Device>
            <DeviceID>device456</DeviceID>
            <Mode>1</Mode>
          </Device>
          <Device>
            <DeviceID>device789</DeviceID>
            <Mode>1</Mode>
          </Device>
          <Device>
            <DeviceID>device011</DeviceID>
            <Mode>2</Mode>
          </Device>
         </DeviceInventory>
       ]]>
     </Data>
   </Item>
</Alert>
7.1.2 Device Detach Alert

The Device Detach Alert is issued by the DM Gateway to the DM Server when the device is detached from the DM Gateway.

The Device Detach Alert conforms to the Generic Alert [DMPRO] mechanism. The alert message includes the following data:

· <Meta>/<Type> element: Contains the media type of the alert content. The value MUST be the alert type identifier ‘urn:oma:at:oma-gwmo:devicedetached:1.0’.
· <Meta>/<Format> element: Contains the format of the alert content. The value MUST be ‘xml’.
· <Meta>/<Mark> element: Contains the importance level of the alert message. This element is optional.
· <Source>/<LocURI> element: Contains the source address of the MO. The value MUST be the address of the <x>/Inventory node.
· <Item>/<Data> element: Contains the device information of the detached devices in xml format as defined in Appendix D 
The following is the example of the Device Detach Alert message which reports two detached devices:

<Alert>
   <CmdID>2</CmdID>
   <Data>1226</Data>
<!-- Generic Alert -->
   <Item>
      <Source><LocURI>./Gateway/Inventory</LocURI></Source>
      <Meta>
         <Type xmlns=’syncml:metinf’>

            urn:oma:at:oma-gwmo:devicedetached:1.0
         </Type>
         <Format xmlns=’syncml:metinf’>xml</Format>
         <Mark xmlns=’syncml:metinf’>informational</Mark>   <!-- Optional -->
      </Meta>
      <Data>
      <![CDATA[
        <DeviceInventory>
          <Device>
            <DeviceID>device123</DeviceID>
          </Device>
          <Device>
            <DeviceID>device012</DeviceID>
          </Device>
       ]]>      
     </Data>
   </Item>
</Alert>
8. Realizing DM Gateway Functionality

This section describes how the DM Gateway [DMDICT] functionality can be realized, using the MOs and alerts that are defined in this specification.
8.1 Transparent Mode Operation

In order to enable a DM Server to send a DM Notification message to an inaccessible device, via a DM Gateway operating in the Transparent Mode, this specification defines a new header in the Package #0 Push message.  This header is described in the following subsections.

8.1.1 GwMO Package 0 Push Message Header Format

The GwMO Package# 0 header follows the same general structure like the other Push message headers, as described in [PushMsg].  This header is registered with OMNA under the following name:

· X-OMA-GwMO

The header structure is described by the following ABNF [RFC5234] syntax:


[image: image6]
8.1.2 GwMO Package #0 Push Message Header Processing

In order to have a DM Notification message delivered to End Devices that do not have a publicly routable address, a DM Server MUST send the DM Notification message to the associated DM Gateway.  The DM Notification message MUST include the X-OMA-GwMO extension header to specify the device identifier or a device group identifier.  Upon receiving this message, the DM Gateway MUST process the X-OMA-GwMO header to find the target End Device(s) and then forward the DM Notification message to the specified End Device(s), without the X-OMA-GwMO header.  The DM Gateway MUST NOT report any errors back to the DM Server.  

The DM Server MAY also use this mechanism to send DM Notification message to the End Devices that have a publicly routable address.

The advantage of this approach is that a single DM Notification message from the DM Server can be used to initiate management sessions with multiple End Devices.
Note: Investigate how it works in WAP Push and SIP Push mechanism with existing DM Clients.

Figure 5 shows an illustrative DM network consisting of the DM Server, the DM Gateway and 3 devices whose public identifiers are “Tab1”, “Tab2” and “Tab3”.
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Figure 5: Illustrative DM network
A DM Server that wants to send a DM Notification message to “Tab 1” and “Tab 3” will send a special Package 0 message to the DM Gateway.  The message will contain the “X-OMA-GwMO” header, with the value set to “Tab 1&Tab 3”.

Upon receiving this message, the DM Gateway establishes that the message is not destined for itself.  It then checks its Device Inventory to see if recognizes the target devices.  In this case the DM Gateway recognizes the devices and it forwards the Package 0 message to both the devices.

If the DM Gateway receives a message with the value of the “X-OMA-GwMO” header set to “Tab 4”, the message will be silently discarded.

8.1.3 Notification Fan-out
If the DM Server that wants to send the same DM Notification message to a group of End Devices behind a DM Gateway, it will send a special Package 0 message to the DM Gateway.  The message will contain the “X-OMA-GwMO” header, with the value set to the group identifier of the group that exists in the Gateway Config MO.

Upon receiving this message, the DM Gateway then checks its Gateway Config MO to see if it recognizes the target group identifier.  In case the DM Gateway recognizes the group identifier, the DM Gateway MUST forward the Package 0 message to each device in this group. Otherwise the DM Gateway MUST ignore this message.
Note: the authentication and authorization issues should be investigated later.
8.2 Proxy Mode Operation

8.2.1 DM Commands Fanout

If the DM Server wants to send the same DM commands to a group of End Devices, the Fanout MO will be used for this purpose. The DM Gateway MUST collect the response from each End Device within this group and send the aggregated results to the DM Server via Fanout Alert.

The following diagram describes the Fan-out workflow:
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Figure 6: DM Command Fanout
Step1: the pre-condition of Fanout operation is that a device group has been created on DM Gateway as described in Gateway Config MO.

Step2: the DM Server sets following nodes in Fan-out MO with appropriate values:

            <x>/FanOut /FanOutCommands
           <x>/FanOut /TargetGroupRef

Step3: the DM Server sends the Exec command to DM Gateway to trigger it to fan out DM Commands set in <x>/FanOut /ToBeFannedOut to each device in the group set in <x>/FanOut /TargetGroupRef. For example:

  <Exec>

<CmdID>3</CmdID>


<Item>



<Target>




<LocURI>./SCM/FanOut/Start</LocURI>



</Target>


</Item>

</Exec>

Step4: the DM Gateway establish DM Session with each device in the group set in <x>/FanOut /TargetGroupRef, and sends the DM Commands set in <x>/FanOut /ToBeFannedOut to the device in the DM Session.

Step5: the Device receives the DM Commands from the DM Gateway and replies the results to the DM Gateway after execution.

Step6: once the DM Gateway receives the response from one device, it stores a pair of data about the DeviceID and the response from this Device into <x>/Results/<x>/DeviceID and <x>/Results/<x>/DeResult.
Step7: after the DM Gateway collects all responses, it sends Alert to DM Server for the aggregated results, the Alert SHOULD include the URL of the results, like: /SCR/Results/Results2. The DM Server can send Get command to DM Gateway to get the aggregated results from this URL.

8.3 Gateway Bootstrapping on End Device
[DM-BOOT] lists three possible approaches to the DM Bootstrap process (viz. customized bootstrap, server initiated bootstrap and bootstrap from SmartCard). In theory these bootstrapping approaches can work for DM Gateway Bootstrapping on End Devices as well. However, in practice some of these bootstrapping approaches may be infeasible for End Devices.  For example, some of the End Devices may operate in private networks, which are outside the control of traditional service providers.  For this reason, there may not be enough cost justification for customized bootstrap and SmartCard bootstrap.  Server initiated bootstrap on a blank End Device is also a big challenge because the Device may not have a globally routable address that can be used by some push mechanism (e.g. OMA Push) to bootstrap the Device.
This enabler describes two approaches for Gateway Bootstrapping on the End Device.  These two approaches are described in the following subsections. A DM Gateway MUST support at least one of these approaches.  It needs to be noted that other approaches for Gateway Bootstrapping on the End Device are not precluded.  

8.3.1 DM Server Assisted Gateway Bootstrapping

In this approach, a previously bootstrapped DM Server bootstraps the End Device to the DM Gateway, as shown in Figure 7 and Figure 8.  The DM Server can bootstrap the End Device to the DM Gateway either the very first time a DM session is established between the End Device and the DM Server, or whenever the End Device establishes a DM session to report the Location Update Alert.  (Note: Location Update Alert needs to be specified)  As is clear from Figure 7 and Figure 8, the association between the End Device and the DM Gateway is established by the DM Server. 

Note: The location update mechanism needs to be defined in this TS.

In this case the relationship between the End Device and the DM Gateway is fully trusted. The DM Gateway MAY make changes to pre-existing DMAcc objects on the End Device. The DM Gateway MAY also bootstrap the End Device to other DM Servers.
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Figure 7: Initial DM Server Assisted Gateway Bootstrapping
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Figure 8: Subsequent DM Server Assisted Gateway Bootstrapping

8.3.2 Local DM Bootstrap Server Assisted Gateway Bootstrapping

In this approach, the End Device obtains the DM Gateway Bootstrap from a local DM Bootstrap Server, as shown in Figure 9.  The discovery of the local DM Bootstrap Server by the End Device is discussed in Section TBD.  (Note: Discovery of the local DM Bootstrap Server by the End Device needs to be finalized and described in the TS).

It is clear from Figure 9 that the association between the End Device and the DM Gateway gets established dynamically.  The DM Server learns about this association upon receiving the Device Attach Alert from the DM Gateway.  
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Figure 9: Local DM Bootstrap Server Assisted Gateway Bootstrapping

9. Security Considerations

This section discusses the security issues associated with the GwMO enabler.
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Appendix B. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [SCRRULES].

TBD

Appendix C. Example of Notification Message 
(Informative)

TBD

Appendix D. Appendix D. XML Schema for Device Inventory Alert Data
(Normative)
<?xml version="1.0" encoding="UTF-8"?>
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema" elementFormDefault="qualified">
  <xs:element name="DeviceInventory">
    <xs:complexType>
      <xs:sequence>
        <xs:element ref="Device" maxOccurs="unbounded"/>
      </xs:sequence>
    </xs:complexType>
  </xs:element>
  <xs:element name="Device">
    <xs:complexType>
      <xs:sequence>
        <xs:element ref="DeviceID"/>
        <xs:element ref="Mode" minOccurs=”0” maxOccurs=”1”/>
      </xs:sequence>
    </xs:complexType>
  </xs:element>
  <xs:element name="DeviceID" type="xs:string"/>
  <xs:element name="Address" type="xs:string"/>
  <xs:element name="AddressType" type="xs:string"/>
  <xs:element name="Mode" type="xs:unsignedInt" />
</xs:schema>





X-OMA-GwMO = "X-OMA-GwMO" ":" Address


Address = Target [ "&" Address ]


Target =  1*TargetChar


; Target can be a device identifier or


; a device group identifier


TargetChar = ALPHA | DIGIT | "." | "-" | "_" | " "
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