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1 Reason for Change

To fix certain editorial issues that were discovered in the Consistency Review.
2 Impact on Backward Compatibility

None
3 Impact on Other Specifications

None
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

It is recommended that this change request be agreed and the GwMO RD be updated accordingly.
6 Detailed Change Proposal

Change 1:  Deleting MSWORD comment (shown in highlighted text) in Section 5.1.1
5.1.1 Transparent Mode

In this mode, the DM Gateway assists the DM Server in sending a DM Notification [DMNOTI] to the End Device(s) behind the DM Gateway. The DM Gateway forwards the DM Notification to the End Device(s). The DM Gateway does not participate in the management session that gets established between the DM Server and an End Device, after the delivery of the DM Notification to the End Device.
Change 2:  Deleting MSWORD comments (shown in highlighted text) and replacing the text box containing ABNF syntax with a 1X1 table in Section 6.2.1

6.2.1 MO Description

The Gateway Config MO resides in the Management Tree [DMTND] of the DM Gateway and it maintains information regarding the handling of different types of End Devices by the DM Gateway. This MO contains the following sub-trees:
· DevTypeInfo: this sub-tree is used to hold server information for reporting alerts and bootstrapping information for different types of devices.

· Config: this sub-tree is used by the DM Server to configure the DM Gateway for features such as the reporting of alerts that the DM Gateway might send to the DM Server.

· DevGroup: this sub-tree is used to assign attached devices into groups, which can then be addressed for command fanouts or notification fanouts.

Figure 3 gives the pictorial description of the Gateway Config MO.  The description of the various nodes within this MO is given below.

[image: image1.png]—=x>}

{Fopulacecrow? |

DevTypelInfo }—(<x>* }rDevType
e o e FStraptRl | [Leaf Niode
L (iiergerverias y—{ oo Gyt ional fiode
Hentis Tiere (<ot Deviype? Required fode
Growtd?
ieretype?
Hoeverom? <o+ ) {Grewin
HGroupsize
HGrouptype
H(mmper=7 DeviaT
| (andis ion7 Deviypecrieriar
GrherCriteriar




Figure 3: Gateway Config MO
	<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This placeholder node is the root node for the Gateway Config MO. The parent node of this node defines the location of this MO in the DM Gateway's Management Tree.

The Management Object Identifier for the Gateway ConfigMO MUST be: “urn:oma:mo:oma-gwmo-config:1.0”.


	<x>/DevTypeInfo


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node contains all the information pertaining to the handling of different types of devices by the DM Gateway.


	<x>/DevTypeInfo/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	node
	Get, Add, Delete
	

	
	This placeholder node contains information pertaining to the handling of one particular type of device by the DM Gateway.


	<x>/ DevTypeInfo/<x>/DevType


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get, Replace
	

	
	The value of this leaf node specifies the device type.


	<x>/DevTypeInfo/<x>/BStrapInfo


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node contains all the bootstrapping records that are needed for client-initiated bootstrap for the device type.


	<x>/DevTypeInfo/<x>/BStrapInfo/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	node
	Get, Add, Delete
	

	
	This placeholder node contains one bootstrapping record that has all information for client-initiated bootstrap for the device type.


	<x>/DevTypeInfo/<x>/BStrapInfo/<x>/BStrapURL


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get, Replace
	

	
	The value of this leaf node indicates the URL of the Bootstrap Server for the device type.


	<x>/DevTypeInfo/<x>/ReptServerIds


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	One
	node
	Get
	

	
	This interior node contains information pertaining to all the DM Servers that need to receive the alerts pertaining to End Devices of the specified device type.


	<x>/DevTypeInfo/<x>/ReptServerIds/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	null
	Get, Add, Delete, Replace
	

	
	The name of this leaf node is the identifier of one DM Server that needs to receive alerts pertaining to End Devices of the specified device type.  The DM Gateway MUST have been previously bootstrapped to this DM Server.


	<x>/Config


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node contains the configuration parameters for the DM Gateway.


	<x>/Config/Alert


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node is the root node for all the configuration parameters dealing with  the reporting of Generic Alerts pertaining to End Devices.  If this node has no children, the DM Gateway reports all Generic Alerts pertaining to End Devices to the DM Server(s).


	<x>/Config/Alert/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	node
	Get
	

	
	This placeholder node groups the configuration parameters for the reporting of Generic Alerts based on some criteria (e.g. alert type, device type or device group). This node MUST contain either the DevType child node or the GroupID child node, but not both.


	<x>/Config/Alert/<x>/DeviceType


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get
	

	
	The value of this leaf node specifies the device type. Note that for OMA-DM devices, the device type is determined by the DevType node in the DevDetail MO [DMSTDOBJ].  

This node is mutually exclusive with its sibling GroupID node.


	<x>/Config/Alert/<x>/GroupID


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	chr
	Get
	

	
	The value of this leaf node specifies the GroupID, which is specified in the DevGroup sub-tree of this MO. 

This node is mutually exclusive with its sibling DevType node.


	<x>/Config/Alert/<x>/AlertType


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	chr
	Get
	

	
	The value of this leaf node specifies the Generic Alert type.  Absence of this node implies all Generic Alert types.


	<x>/DevGroup


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	node
	Get
	

	
	This interior node contains information pertaining to all the device groups that have been set up on the DM Gateway for the group management of devices that are subtending from the DM Gateway.

The DM Server uses the group identifier to fanout commands to multiple End Devices, via a DM Gateway operating in the Proxy Mode,


	<x>/DevGroup/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	OneOrMore
	node
	Get
	

	
	This placeholder node contains information pertaining to one device group.


	<x>/DevGroup/<x>/GroupID


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get, No Replace
	

	
	This value of this node specifies the device group identifier. This value MUST be unique within the Management Tree of the DM Gateway. The value of this node MUST be set by the DM Gateway.
The DM Gateway SHOULD follow some naming convention for device groups to ensure that the device group identifier does not clash with any End Device identifier.


	<x>/DevGroup/<x>/GroupSize


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	int
	Get, No Replace
	

	
	The value of this leaf node is the number of devices within the device group.  The value of this node MUST be set by the DM Gateway.


	<x>/DevGroup/<x>/GroupType


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	int
	Get, Replace
	

	
	The value of this leaf node indicates the criteria for membership of this group.  The value of this node MUST be one of the following:
Value
Semantics
0

Enumerated membership (default value)

1

Membership based on device type

2

Membership based on other conditions set by the DM Server

If the DM Server sets the value to be ‘0’, then the DM Server MUST add individual End Devices under <x>/DevGroup/<x>/Members sub-tree. 

If the DM Server sets the value to be ‘1’ or ‘2’, then the DM Gateway MUST add individual End Devices under <x>/DevGroup/<x>/Members sub-tree according to the conditions specified in <x>/DevGroup/<x>/Condition node.

When the <x>/DevGroup/<x>/Members sub-tree is not empty, the DM Server MUST NOT change the value of this node. Any attempt by the DM Server to change the value of this node when the device group is not empty SHALL be rejected by the DM Gateway, with a status code ‘403 forbidden’.


	<x>/DevGroup/<x>/Members


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	node
	Get
	

	
	This interior node contains all the members of the device group.


	<x>/DevGroup/<x>/Members/<DevID>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	null
	Get, Add, Delete (in the case of enumerated membership)

Get, No Add, No Delete , No Replace (in the case of device type based membership or other criteria based membership)
	

	
	The name of this placeholder leaf node is the identifier of the device that is the member of the device group. Any attempt by the DM Server to manipulate (Add, Delete or Replace) this node if the value of the related GroupType node is ‘1’ (i.e. membership based on device type) or ‘2’ (i.e. membership based on other conditions set by the DM Server) MUST be rejected by the DM Gateway, with a status code ‘403 forbidden’.


	<x>/DevGroup/<x>/Condition


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	ZeroOrOne
	node
	Get
	

	
	This interior node is the parent node for all the information pertaining to a condition based group.


	<x>/DevGroup/<x>/Condition/DevTypeCriteria


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	chr
	Get, Replace
	

	
	The value of this leaf node is the device type associated with the device group set by the DM Server.  This node is mutually exclusive with the <x>/DevGroup/<x>/Condition/OtherCriteria node.


	<x>/DevGroup/<x>/Condition/OtherCriteria


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	chr
	Get, Replace
	

	
	The value of this leaf node is the condition expression that the DM Server wants the device to fulfil. The value of this node is set by the DM Server. 

The expression is defined using the following ABNF syntax:

Expression = Condition *(( "|" / "&" ) Condition)

Condition = CondStr / "(" CondStr ")"

CondStr = URI ( "=" / ">" / "< " / "!=" ) Value

            ; Definition of URI is as per the TND spec

Value = ValueStr / "(" ValueStr ")" / \" ValueStr \"

ValueStr = 1*ValueChar

ValueChar = ALPHA / DIGIT / "+" / "_" / "." / " "
An example of the value of this nodeis:

(./A/B/Software1/VERSION=1.20 | ./A/B/Software1/VERSION<1.20) & ./A/DevDetail/DevType=Smartphone
This node is mutually exclusive with the <x>/DevGroup/<x>/Condition/DevTypeCriteria node.


	<x>/DevGroup/<x>/PopulateGroup


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	null
	Get, Exec
	

	
	This node is used with Exec command by the DM Server to populate the group when the value of its sibling GroupType node is ‘1’ or ‘2’. This node MUST NOT be present if the value of its sibling GroupType node is ‘0’ (i.e. Enumerated membership).

Once the DM Gateway receives the Exec command, it MUST add individual End Devices under <x>/DevGroup/<x>/Members sub-tree according to the conditions specified in the <x>/DevGroup/<x>/Condition node.


	<x>/Ext


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	ZeroOrOne
	node
	Get
	

	
	This interior node is for vendor-specific extensions to the Gateway Config MO.


Change 3:  Deleting MSWORD comment (shown in highlighted text) from Section 8.3.1 and other editorial cleanup
8.3.1  DM Command Fanout

The Fanout MO enables the DM Server to send the same DM commands to a group of End Devices. The DM Gateway MUST collect the response from each End Device within this group and make it available for retrieval by the DM Server from the Results subtree of the Fanout MO.  Additionally, the DM Gateway MAY send the Fanout Result Aggregation alert or the Fanout Completion Status alert to the DM Server, depending upon the response handling selection made by the DM Server in the Fanout MO.

The following diagram describes the Fanout flow in case the DM Gateway is configured to send  Fanout Result Aggregation Alert to the DM Server:
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Figure 12: DM Command Fanout

Step 0: The pre-condition of Fanout operation is that a device group has been created in Gateway Config MO by the DM Gateway.
Step 1: The DM Server instantiates the Fanout MO and sets the following nodes in Fanout MO with appropriate values:

            
FanOut/<x>/DMCommands

         
FanOut/<x>/TargetGroupRef
If the DM Server would like to obtain the specific status code(s) for a specific cmdid, then it sets this node with appropriate value:

FanOut/<x>/ReportFilter

An example to setup ReportFilter node: CmdID=100 & StatusCode=404.
Step 2: The DM Server sends the Exec command to the DM Gateway to trigger it to fan out DM Commands set in FanOut/<x>/DMCommands node  to the targeted End Device(s) specified in the<x>/FanOut /TargetRef node. 
For example:
	  <Exec>

<CmdID>3</CmdID>


<Item>



<Target>



<LocURI>./SCM/FanOut/Fanoutinstance01/Operation/Start</LocURI>



</Target>


</Item>

</Exec>


Step 3: The DM Gateway establishes a DM Session with each End Device specified in the FanOut /<x>/TargetRef node, and forwards the DM Commands set in FanOut /<x>/DMCommands node to the targeted End Device(s). 

Step 4: The End Device receives the DM Commands from the DM Gateway and returns the results to the DM Gateway after execution.

Step 5: The DM Gateway stores the response from each End Device in the Fanout MO.  For each End Device, the DM Gateway creates an interior child node under the FanOut /<x>/Results node.  This node contains the following leaf child nodes:

· <x>/Results/<x>/DeviceID: the value of this leaf node is the identifier of the End Device
· <x>/Results/<x>/DevResultXML (if the command result is in the SyncML format) or <x>/Results/<x>/DevResultWBXML (if the command result is in the WBXML format): the value of this leaf node is the command result returned by the End Device 
Step 6: After the DM Gateway collects all responses, it will check the value of ‘ReportFilter’ node and prepare the Fanout Result Aggregation Alert:

If the node ‘ReportFilter’ was specified, then the Fanout Result Aggregation Alert will contain the specified cmdid and its related statuscode; 

If the node ‘ReportFilter’ was not specified, then the Fanout Result Aggregation Alert will contain all the devices.
After the preparation of Fanout Result Aggregation Alert, the DM Gateway MAY send the Fanout Result Aggregation alert or the Fanout Completion Status alert to the DM Server, depending upon the response handling selection made by the DM Server in the Fanout MO.
Step X: At some later time, the DM Server invokes the Get command against the Result subtree to the DM Gateway to get the aggregated results for the fanout command, within a context of a separate DM session.
Step Y: Optionally, the DM Server can execute the Fanout/<x>/Operation/Creategroup to populate a new group in Gateway ConfigMO. The DM Gateway returns URI of the new group to the DM Server.
Change 4:  Deleting notes from section 8.3.3.2
8.3.3.2 Response Processing
On receiving the fanout response from the End Device, the DM Gateway MUST properly configure the Fanout/<x>/Results/<x> sub-tree to store the results. The node value of the DevResultXML and DevResultWBXML node MUST conform to the structure of the <SyncBody> element, as per the DM representation protocol [DMREPPRO]. The DevResultXML or DevResultWBXML node MUST store the results only for the fanout commands, and MUST NOT store the <Status> element for the preceding <SyncHdr> and any results for commands issued locally by the DM Gateway. 

The End Device can use the asynchronous response for some parts of the fanout commands. In this situation, the End Device will send the Generic Alerts to the DM Gateway after finishing the accepted commands. The DM Gateway MUST collect the results from the Generic Alerts (i.e. store the entire <Alert> node either in the DevResultXML or DevResultWBXML node). However, the DM Gateway MUST NOT store the <Status> elements for ‘(202) Accepted for processing’, and also MUST NOT store any results if they are not related to the fanout commands.

In the case where the DM Server chooses to receive the Result Aggregation Alert, the DM Gateway MUST issue the alert after receiving responses from all the targeted End Devices. In case that the DM Gateway fails to receive responses from some of the End Devices, the Result Aggregation Alert MUST be sent after a certain timeout (left to implementation).

Additionally, the DM Gateway MAY send the Result Aggregation Alerts subsequently to report for delayed results from some of the End Devices. The subsequent Result Aggregation Alerts MAY also be sent to deliver periodic responses triggered by the fanout commands. On receiving the delayed or periodic responses, the DM Gateway MUST update either the DevResultXML or DevResultWBXML node accordingly. The subsequent Result Aggregation Alerts SHALL NOT include information that has already been reported in a previous Result Aggregation Alert, so as to minimize the redundant information from the DM Gateway to the DM Server.


Change 5:  Deleting MSWORD comment (shown in highlighted text) from Appendix B
Appendix B. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [SCRRULES].

Change 6:  Deleting XML Schema Section for Fanout Completion Status Alert.  The note against this section in the TS states the following: “C.3 should be removed, since there is no schema needed for this alert”. 


Change 7:  Replacing double periods (..) with a single period in section 8.1.1

8.1.1 Inventory Update Flow
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Figure 7: Inventory Update Flow
Step X.1: The End Device is detected by the DM Gateway. 

Step X.2: The DM Gateway updates its Inventory MO and sends Device Attach Alert to the DM Server which includes the Gateway address, Device ID/Address and Operation mode.

Step X.3: The DM Server stores the <Gateway address, Device ID/Address, Operation mode> relationship. This is used to guarantee the DM Notification for the Device can be sent to the correct DM Gateway or Devices. At this stage, the DM Server becomes aware of the End Device. 

Change 8:  Replacing double periods (..) with a single period in section 8.6

8.6 Image Distribution
To efficiently distribute images (e.g. Delivery Package for SCOMO) to End Devices, the DM Server utilizes Image Inventory MO resident on the DM Gateway. In this section, image distribution examples using Image Inventory MO are shown. Although these illustrative examples show the package delivery of SCOMO, the Image Inventory MO can work with any other enablers which deal with image distributions.

For the alternate download mechanism, the DM Gateway MUST set the <x>/Images/<x>/LocalImageURI node. The value of the LocalImageURI node MUST be retrieved by the DM Server and included in the DM commands (e.g. DMCommands). In this case, the End Device retrieves the image using the LocalImageURI by the alternate download mechanism.
TBD





Expression = Condition *(( "|" / "&" ) Condition)





Condition = CondStr / "(" CondStr ")"





CondStr = URI ( "=" / ">" / "< " / "!=" ) Value





            ; Definition of URI is as per the TND spec





Value = ValueStr / "(" ValueStr ")" / \" ValueStr \"





ValueStr = 1*ValueChar





ValueChar = ALPHA / DIGIT / "+" / "_" / "." / " "

















�This C.3 should be removed, since there is no schema needed for this alert.
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