Doc# OMA-DM-Sched-2006-0057-CR-Section_5_1_Improvements
Change Request

Doc# OMA-DM-Sched-2006-0057-CR-Section_5_1_Improvements
Change Request



Change Request

	Title:
	Improvements on section 5.1 of DM Scheduling TS
	 FORMCHECKBOX 
 Public       FORMCHECKBOX 
 OMA Confidential

	To:
	DM WG

	Doc to Change:
	OMA-TS-DM-SchedMO-V1_0_0-20060830-D

	Submission Date:
	12 Sept 2006

	Classification:
	 FORMCHECKBOX 
 0: New Functionality
 FORMCHECKBOX 
 1: Major Change
 FORMCHECKBOX 
 2: Bug Fix
 FORMCHECKBOX 
 3: Clerical

	Source:
	Tehyun Kim, LGE, tehyun@lge.com
Pablo Hernandez, LGE, phernandez@lge.com

	Replaces:
	n/a


1 Reason for Change

To reduce the burden implementing DM Scheduling enabler on various device platforms, it is desirable to avoid from using Replace command to trigger any procedure calls, and use instead Exec command. This CR proposes the changes to this end by restructuring MO structure to use Exec commands instead of Replace commands for the operational state transitions of the Scheduling Context.
2 Impact on Backward Compatibility

This CR has no impact on backward compatibility.
3 Impact on Other Specifications

N/A
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The DM WG review and agree the CR.
6 Detailed Change Proposal

Change 1:  Changes in the section 5.1 includes the use of Exec command instead of Replace command to trigger the state transition of the Scheduling Context and the editorial changes.
5.1 Scheduling Context

The schedule for the management operations is modelled by the Scheduling Context, which is installed on the client as a set of management objects and run by the client conforming to this specification. The Scheduling Context SHALL be owned by a single DM Server, which means that the Scheduling Context nodes MUST have value explicitly assigned to the ACL including only one server identifier during normal operation. However, it is not prevented that the server with sufficient access to a parent node take control of the Scheduling Context in abnormal situations, e.g. when the original server cannot properly handle the Scheduling Context any more. When the Scheduling Context is dynamically created by the server, the Add, Get, Replace and Delete rights to it SHALL be granted to the creating server identifier. 

The Scheduling Context provides general informations such as the identifier, name, owner, validity period, current operational state of the schedule. It also includes some control parameters including the Schedule components. The Scheduling Context SHALL have at least one Schedule component, and MAY contain multiple Schedule components. In that case, the Schedule components may be related to each other and binded into one management scheduling context, which would correspond to one management context or job on the server. 

5.1.1 Scheduling Context Installation, Reconfiguration, and Removal

The Scheduling Context SHALL be installed through the direct management operations by the server over OMA DM sessions [DMPRO]. That is, it SHALL NOT be installed or removed by other schedules. The same is true for the Reconfiguration of the installed Scheduling Context in the device except that the scheduled task can activate or deactivate other Schedule components. Any request from the server to install or reconfigure the Scheduling Context MAY be verified as specified in the following sections before they are installed or reconfigured. If the server is going to reconfigure the Scheduling Context in running or suspended state, it MUST stop the context first before the reconfiguration. The Scheduling Context in any state can be removed, and the client MUST automatically terminate the Scheduling Context before removing the Scheduling context. In cases when the Scheduling Context allows the user to remove the Scheduling Context that was created by the server, the client MUST send Status Reporting message to the server as specified in section 7 after removing the Scheduling Context when requested by the user. The Scheduling Context MUST be automatically removed when the validity date expires not necessarily having any communication between the client and the server.

5.1.2 State Transitions of the Scheduling Context

The Scheduling Context on the device MUST reside in one of the three states, Stopped, Running, and Suspended, at any given points in time. Right after a Scheduling Context is installed in the device or reconfigured, it MAY reside in Stopped or Running state depending on the value of the ‘x/AdmState’ management object set during the management operations. If it is set to Running, the device SHALL run the Scheduling Context immediately. The state transitions are atomic and triggered by the server. State transitions MAY also be triggered by end user depending on the permissions set by server. If the transition is triggered by the server, the client MUST be able to return to previous state in case the transition fails. In addition, the state transition can occur automatically during the lifecycle of the Scheduling Context.. When the Scheduling Context expires or any kind of error occurs, it MUST automatically move to the Stopped state.
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Figure 1: Scheduling Context State Machine (only the operation names are shown on the transition arrows).
Stopped State

The Scheduling Context is inactive. All the Schedule components included are inactive. The Scheduling Context might have transitioned into this state when it was expired or finished. Out of this state, the Scheduling Context will start from the the initial states. 
Running State

The Scheduling Context is active. More specifically, at least one Schedule component MUST be active. If none of the Schedule components are active, the Scheduling Context MUST automatically transition to the Stopped state.

Suspended State

The Scheduling Context is inactive. All the Schedule components included maintain their states. Out of this state, the Scheduling Context will resume from the state where it was suspended. 

State Transition Operations

During the lifecycle of the Scheduling Context, the Server is able to trigger the state transitions of the Scheduling Context through the management operation using the Exec command sent to one of the state transition operation nodes. When the Exec command is received, the client MUST perform the state transition, and complete the transition then return the response to the server. Note that any of the state transition operations is NOT an asynchronous process, so the Generic Alert is not needed. The status of the Scheduling context can be found at the read-only node: x/State. 
In case the transition fails, the status code (500) Command Failed SHALL be returned. An attempt by the server to perform unallowed state transition operation SHALL return the status (403) Forbidden.

	State Control Operation
	Description
	Applicable States

	Start
	This operation is used to start the Scheduling Context from the initial state, i.e. the Scheduling Context starts running with each state of the Schedule components set to their respective initial values. If successful, the Scheduling Context moves to Running state. This operation MUST be supported.
	Stopped

	Stop
	This operation is used to stop the Scheduling Context. If successful, the Scheduling Context moves to the Stopped state, and the states of the included Schedule components MUST be changed to inactive. This operation MUST be supported.
	Running, Suspended

	Suspend
	This operation is used to suspend the running of the Scheduling Context. Specifically, the state of the included Schedule component MUST be maintained during this state. If successful, the Scheduling Context moves to Suspended state. This operation is OPTIONAL.
	Running

	Resume
	This operation is used to resume the running of the Scheduling Context from where it was suspended. If successful, thethe Scheduling Context moves to Running state. This operation is OPTIONAL.
	Suspended


Table 1: State Control Operations
5.1.3 Schedule Component

The Schedule component represents each of the management schedules comprised in the Scheduling Context. The client performs the scheduling operation for the active Schedule components as described in section 5.2.

The Schedule component also has states, active and inactive. When the Scheduling Context starts running from the beginning, i.e. when the Scheduling Context first starts after being installed or reconfigured, or when it starts from the Stopped state,  the state of the child Schedule component SHALL be copied from its initial state, i.e. x/Schedule/x/InitState management object. The state SHALL be maintained while the device is turned off or the parent Scheduling Context is suspended so that the Scheduling Context can be resumed from the point where it was suspended. If the Scheduling Context is stopped, all the included Schedule components SHALL be deactivated, and the initial states MUST be used when it is restarted. 

The Schedule components binded together in the Scheduling Context are related to each other in such a way that one can activate or deactivate the components of others and of its own as well. In addition, one can deactivate or change the initial state itself. For example, the component 1 in figure 2 starts the data collection task while the component 2 ends the collection. And, the component 3 actually specifies the data collection. The component 1 and component 2 could specify variety of windows including the time windows or threshold range, and so on.
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Figure 2: An example of the Scheduling Context with multiple components.
.

The Schedule component may fall into one of the two categories as below depending on the repetitiveness of its condition. This will affect the state transition of the Schedule component.

· One-time Schedule: The schedule expires at the first occurrence of the condition match and the Schedule component will be disabled after one lap of scheduling operation.  
· Repetative Schedule: The timer-based schedule with the recurrence rule specified or any Trap-based or Threshold-based schedules. The Schedule component is not deactivated after condition matches.

Change 2:  Changes in the section 6 includes the new MO structure to be aligned with the Change 1.

5. Scheduling Context Management Objects

The management objects associated with the Scheduling Context are assembled under an internal node x (dynamically or statically created) as shown in figure 2. 

Management Object identifier:  urn:oma:dm:scheduling:1.0

Protocol Compatibility:  This object is compatible with OMA Device Management protocol specifications, version 1.2 and upwards.
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Figure 2: Scheduling Context Management Objects

Node: x/State

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This optional read-only node reflects the operational state of the Scheduling Context. The possible values are Stopped, Running, or Suspended. See section 5.1.2 for the details.

	
	
	

	
	
	



Node: x/StateOp

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This node is a placeholder node for the state transition operations that can be executed for the Scheduling Context.
Node: x/StateOp/Start

	Tree Occurrence
	Format
	Min. Access Types

	One
	Null
	Exec


This leaf node is used as a target of the Exec command to start running of the Scheduling Context. 
Node: x/StateOp/Stop

	Tree Occurrence
	Format
	Min. Access Types

	One
	Null
	Exec


This leaf node is used as a target of the Exec command to stop running of the Scheduling Context..
Node: x/StateOp/Suspend

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Null
	Exec


This leaf node is used as a target of the Exec command to suspend running of the Scheduling Context..
Node: x/StateOp/Resume

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Null
	Exec


This leaf node is used as a target of the Exec command to resume running of the suspended Scheduling Context.
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