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1. Scope

This document describes the Execution MO based on the requirements and the use cases included in [DMSCHED-RD], and following the architecture described in [DMSCHED-AD]. The Execution MO relies on the OMA DM v1.2 enabler [DMPROTO1.2] for configuration as well as execution of the management tasks.

This document describes the Execution MO structure and behaviour.
2. References

2.1 Normative References

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	[SCRRULES]
	“SCR Rules and Procedures”, Open Mobile Alliance™, OMA-ORG-SCR_Rules_and_Procedures, URL:http://www.openmobilealliance.org/

	[DMSCHED-AD]
	“DM Scheduling Architecture Document”, Version 1.0, Open Mobile Alliance™, OMA-AD-DM-Scheduling-V1_0, URL:http://www.openmobilealliance.org/

	[DMREPPRO1.2]
	“DM Representation Protocol”, Version 1.2, Open Mobile Alliance™, OMA-TS-DM-RepPro -V1_2, URL:http://www.openmobilealliance.org/

	[DMPROTO1.2]
	“DM Protocol”, Version 1.2, Open Mobile Alliance™, OMA-TS-DM-Protocol -V1_2, URL:http://www.openmobilealliance.org/

	[SCHED-MO]
	“DM Scheduling MO”, Version 1.0, Open Mobile Alliance™, OMA-TS-DM_Scheduling-V1.0, URL:http://www.openmobilealliance.org/


2.2 Informative References

	 [OMADICT]
	“Dictionary for OMA Specifications”, Version x.y, Open Mobile Alliance™,
OMA-ORG-Dictionary-Vx_y, URL:http://www.openmobilealliance.org/

	
	

	
	


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

	Device
	In this context, a Device is a voice and/or data terminal that uses a Wireless Bearer for data transfer.  Device types may include (but are not limited to): mobile phones (GSM, CDMA, 3GSM, etc.), data-only terminals, PDAs, laptop computers, PCMCIA cards for data communication, and unattended data-only Devices (e.g., vending machines). 

	Device Description Framework
	A markup language used to describe OMA DM object schema; may be used in a standardized specification to describe the characteristics of conformant implementations or published by a vendor to describe a particular device impelementation.

	Device Management
	Management of the Device configuration and other managed objects of Devices from the point of view of the various Management Authorities. Device Management includes:

Setting initial configuration information in Devices
Subsequent updates of persistent information in Devices
Retrieval of management information from Devices
Processing events and alarms generated by Devices

	Device Management Authority
	Any legal entitity authorized, either directly or through delegation, to perform management operations on a terminal using the OMA Device Management protocol through a set of management objects.

	DM Client
	An abstract software component in a Device implementation that conforms to the OMA Device Management Enabler static conformance requirements specified for DM Clients. It servers as an end-point of the DM Client-Server Protocols including the one described in this architecture document.

	DM Server
	An abstract software component in a deployed Device Management infrastructure that conforms to the OMA Device Management Enabler static conformance requirements specified for DM Servers. It servers as an end-point of the DM Client-Server Protocols including the one described in this architecture document.

	DM System
	A background system capable to interact with a (set of) Device(s) for the purpose of Device Management.

	Management Object
	A schema for configuration settings that an OMA DM client exposes to OMA DM servers for management operations defined in the OMA DM Enabler [OMA-DM].


3.3
Abbreviations

	OMA
	Open Mobile Alliance

	DDF
	Device Description Framework

	DM
	Device Management

	DMS
	Device Management Server

	MO
	Management Object 

	OMA
	Open Mobile Alliance

	UI
	User Interface


4. Introduction

The DM Scheduling Enabler introduces the notion of time-based triggers for execution of management tasks. In an effort to make the Scheduling Enabler re-usable for a wide number of DM-based enablers, the concept of an Execution MO is introduced. The Execution MO separates execution from triggers – allowing ANY trigger to cause the Execution MO to be invoked. The Scheduling MO is described in [SCHED-MO].
5. Execution of Management Tasks
This section will discuss the high level aspects of management task execution.

5.1 Execution MO Ownership
The Execution MO by default is owned by the Management Authority (MA) that created the MO. Note that It is possible for a MA to pass ownership to another MA through normal DM operations. It is also possible for a MA to take control of an Execution MO in abnormal situations (e.g. when the original MA cannot handle the Execution MO any more).

5.2 Installation, Reconfiguration, and Removal

The Execution MO MAY be installed at the factory, or at runtime, depending on the device. Configuration of the Execution MO MUST be done while the Execution MO is not running (i.e. in the Ready state).  Configuration and Removal are allowed subject to the normal ACL limitations.

5.3 State Transitions of the Execution MO
The Execution MO on the device MUST reside in one of the three states, Idle, Ready, and Running. The state transitions operations SHALL be atomic. The Idle state indicates that the MO is available for configuration or removal. The Ready state indicates that the MO has been properly configured for use, and that is can be Exec’d or removed. The Running state indicates that the MO is being processed and can only be stopped.
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Figure 1: Execution MO State Machine
Idle State

In this state, the Execution MO is inactive and MAY be configured. The Execution MO MAY be removed in this state (subject to ACL restrictions). Newly installed Execution MOs MUST be in this state. Execution MOs MUST transition to this state when Exec is performed on the Stop node. The Execution MO SHALL only be removed in the Idle state (subject to ACL rules).
To transition to the Ready state, an Exec on the Ready node MUST be performed. The transition to Ready will occur if the Execution MO has been properly configured, otherwise it will remain in Idle.

Ready State

In this state, the Execution MO is able to run the specified tasks. The Execution MO SHALL transition to the Running state only if the ownership and parameters are still valid. The Execution MO SHALL transition to the Idle state when Exec is performed on the Stop node. 

Running State

In this state, the Execution MO is active, performing the specified commands inside the Execution MO. The Execution MO SHALL transition to the Ready state when all commands have been performed. The Execution MO SHALL transition to the Idle state when Exec is performed on the Stop node.

State Transition Operations

During the lifecycle of the Execution MO, the Server is able to trigger state transitions of the Execution MO by using the Exec command sent to one of the state transition operation nodes (Ready, Run or Stop). When the Exec command is received, the Client MUST attempt the state transition, and return the appropriate response to the server. Note that NONE of the state transition operations is an asynchronous process, so the Generic Alert is NOT needed. The status of the Execution MO can be found at the read-only node: x/State.

In case the transition fails, the status code (500) Command Failed SHALL be returned. An attempt by the server to perform unallowed state transition operation SHALL return the status (403) Forbidden.

	State Control Operation
	Description
	Applicable States

	Ready
	This operation is used to transition the Execution MO to the Ready state. The Scheduling enabler will perform checks on the data in the Execution MO (e.g. determine if the commands are all valid, necessary ACLs are in place) and MUST change the state to Ready only if all the checks are satisfactory.
	Idle

	Run
	This operation is used to start the Execution MO executing the stored commands. The Scheduling enabler MUST perform checks on the data in the Execution MO (as done in the transition to Ready) before allowing execution to take place.
	Ready

	Stop
	This operation is used to stop any execution and return the state to Idle.
	Running, Ready


Table 1: State Control Operations
5.4 User Interaction
Some optional localized user interactions are specified:

· Display User Notification

· Confirm

Different from the OMA-DM User Interactions [DMPROTO1.2], the user interations are done locally between the user and the Client, and the user input is not directly sent to the server.
5.4.1 Display User Notification

If this user interaction type is specified in the Execution MO, the Client SHALL display the user notification message to the user before executing the stored management tasks.

5.4.2 Confirm

If this user interaction type is specified in the Execution MO, the Client SHALL allow the user to confirm or cancel before executing the scheduled task. If the user selects Confirm, the Client MUST go ahead and perform the Task Execution process. If the user does not select Confirm, the Client MUST NOT perform the task execution. It MAY be reported to the server when the task is cancelled.
5.5 Task Execution

The management tasks MUST be specified by using the Execution Task document as defined in Appendix C. 
In addition to the OMA DM management commands, a few other action types are specified: these are one-way instructions with no response messages or codes defined. When they are not completed successfully, the Scheduling Context would be halted or ignored and the relevant Status Reporting message MAY be generated.
· Connect to the server: The action type for the device to initiate a session to the specified DM server. The Client MUST use the Status Reporting message type “org.openmobilealliance.dm.execution.connect” as specified in section 7. Unsuccessful completion of this action type MUST be silently ignored.
5.6 Gating

By default, the responses of the DM Client to the scheduled DM commands MUST be sent to the server unless any gating rule is specified in the Execution MO (i.e. x/Gates/x management object.  Gating specifies times and conditions when responses MUST or MUST NOT be sent to the server.

The optional Gating function might be useful in the wireless environment where millions of end-user devices are being managed as it allows the server to control and reduce the number of the client initiated management sessions. Usually, the responses that don’t really need to be delivered immediately to the server can be gated-off, for example successful responses can be gated-off as the server checks the status of the schedule once in a while.  
The gating rule specifies the references and code values of the responses that will be gated-off. Currently, it is expected that only the Status command needs to be gated-off. When the Status command is returned from the DM Client for each processed DM command, the DM Scheduling Enabler Client MUST extract the CmdRef value and the Status Response Code in Data element out of the Status command, and compare them against the gating rules searching for matches. The gated-off responses SHALL NOT be sent to the server.  
When scheduling the management commands, the following have to be considered:
· For easier implementation of Gating function, only one Item element type SHOULD be included in each command, and the CmdID element type SHALL be unique among the scheduled management commands within a Schedule Component.
5.7 Logging

The Execution MO optionally supports the logging of the task execution (e.g. the history of the Execution MO activation, user interactions, or any status updates). The logging SHALL be retrievable via the Execution MO logging node (i.e. x/Logging/Buffer). Note that the actual implementation of the logging and the logging buffer is implementation specific. 

5.8 Status Reporting
Status Reporting is used to deliver the results or responses of the task execution to the server. The optional Gating SHALL apply to Status Reporting. 

Status Reporting uses the Generic Alert [OMA-DM] mechanism and message format. 

5.8.1 Message Format

The Status Reporting message format MUST follow the Generic Alert [OMA-DM] message template. The message includes the Status Reporting code indicating results and includes the results of executing the stored tasks.
5.8.2 Status Reporting Alert Types

The alert types are used to identify the type of the data contained in the messages. The following alert type MUST be used:
· The alert type “org.openmobilealliance.dm.execution.result” MUST be used if the message contains the responses to the management commands in the Data field.
5.8.3 Usage of Source, LocURI 

The URI of the Execution Management Object MUST be sent as the source of the Generic Alert message. This allows the Management Server to identify to which Execution MO the Status Reporting belongs. 
5.8.4 Status Reporting Codes

The Status Reporting Code MUST be sent as an integer value in the Data element of the GenericAlert message.  It MUST be one of the values defined below:

	Status Reporting Code
	Meaning

	() User Cancelled
	User cancelled or deferred the task execution.

	() Normal Completion
	Task execution finished normally. 

	() Abnormal Completion
	Task execution stopped abnormally, e.g. due to errors encountered during execution.

	() Insufficient Access Rights
	Insufficient access rights for task execution – the owning server does not have appropriate rights.


5.8.5 Execution Responses 
During the task execution processing, DM commands (such as Status and Result) generate responses. These responses MUST be included in the Data field and sent to the server using the Generic Alert mechanism [DMPROTO1.2]. Responses that are gated off MUST NOT be included in the Data field.

5.8.6 Usage of Other Fields

Alerts that are reporting an error or failure condition SHOULD report a severity other than Informational in the Mark field of the Meta information.

6. Execution Management Object

The Execution MOs are assembled under an internal node x (dynamically or statically created) as shown in figure 4. 

Management Object identifier: urn:oma:dm:execution:1.0

Protocol Compatibility:  This object is compatible with OMA Device Management protocol specifications, version 1.2 and later compatible versions.
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Figure 2: Scheduling Context Management Objects

Node: x

	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrMore
	Node
	Get
	


This interior node acts as a placeholder for an Execution MO. The ancestor elements of this node define the position in the management tree of this management object. The name of this node will be assigned when it is created at run-time except when this node is statically created. 
Node: x/Id

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Chr
	Get
	


This leaf node specifies the Schedule ID of the Execution MO. 
Node: x/Name

	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrOne
	Chr
	Get
	


This leaf node specifies the human readable name of the Execution MO.
Node: x/Server

	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrOne
	Chr
	Get
	


This leaf node contains the server identifier of the DM Server that owns the Execution MO. See section 5.1.

Node: x/State

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Chr
	Get
	


This leaf node reflects the operational state of the Execution MO. The possible values are Idle, Ready, and Running. See section 5.1.2.

Node: x/StateOp

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Node
	Get
	


This node is a placeholder node for the state transition operations that can be executed for the Execution MO. See section 5.1.2.
Node: x/StateOp/Ready
	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrOne
	Null
	Exec
	


This leaf node is used as a target of the Exec command to get the Execution MO prepared to run.
Node: x/StateOp/Run

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Null
	Exec
	


This leaf node is used as a target of the Exec command to start running of the Execution MO. 
Node: x/StateOp/Stop

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Null
	Exec
	


This leaf node is used as a target of the Exec command to stop running of the Execution MO.
Node: x/LogCtrl

	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrOne
	Node
	Get
	


This leaf node specifies the control parameters for the Execution MO logging. See section 5.3.

Node: x/LogCtrl/Start

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Boolean
	Get, Replace
	


This leaf node is used to start Execution MO logging.

Node: x/LogCtrl/Stop
	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Boolean
	Get, Replace
	


This leaf node is used to stop Execution MO logging.

Node: x/LogCtrl/State
	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Chr
	Get
	


This leaf node reflects the logging state of the Execution MO. The possible values are Logging and None.

Node: x/LogCtrl/Buffer

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	Chr
	Get
	


This leaf node is used to retrieve the logged data for the Execution MO.
Node: x/LogCtrl/Ext

	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrOne
	Node
	Get
	


This optional interior node is a placeholder for the platform or vendor specific extensions. 
Node: x/Task

	Tree Occurrence
	Format
	Min. Access Types
	Status

	One
	xml
	Get
	


This leaf node specifies the management tasks to be executed. The content of this node MUST be the DM XML document V1.2, specified in [DMREPPRO1.2].
Node: x/Ext

	Tree Occurrence
	Format
	Min. Access Types
	Status

	ZeroOrOne
	Node
	Get
	


This optional interior node is a placeholder for the platform or vendor specific extensions.
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Appendix B. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [SCRRULES].

B.1 SCR for ExecMO Client

	Item
	Function
	Reference
	Status
	Requirement

	XYZ-C-001
	Something mandatory
	Section x.y
	M
	(XYZ-C-001 OR XYZ-C-003) AND
 XYZ-C-002

	XYZ-C-002
	Something optional
	Section x.y
	O
	

	XYZ-C-003
	Dependencies on ZYX
	Section x.y
	M
	ZYX:MCF

	XYZ-C-004
	Dependencies on ZYX
	Section x.y
	O
	ZYX:OCF


B.2 SCR for ExecMO Server

	Item
	Function
	Reference
	Status
	Requirement

	XYZ-S-001
	Something mandatory
	Section x.y
	M
	XYZ-S-001 OR XYZ-S-002 OR XYZ-S-003

	XYZ-S-002
	Something optional
	Section x.y
	O
	

	XYZ-S-003
	Dependencies on ZYX
	Section x.y
	M
	ZYX:MSF

	XYZ-S-004
	Dependencies on ZYX
	Section x.y
	O
	ZYX:OSF
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