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1. Scope

This document describes the DM Scheduling function. The document is based on the requirements and the use cases included in [DMSCHED-RD], and follows the architecture described in [DMSCHED-AD].

As the rest of the DM Enablers, the DM Scheduling Enabler resorts to OMA Device Management Enabler for the execution of scheduled management tasks and the transports for the Scheduling Messages between DM Client and Server.

This document describes how the DM Scheduling function would behave and the structure of the DM Scheduling MO, as well as the DM Scheduling SCR.
2. References

2.1 Normative References

	[IOPPROC]
	“OMA Interoperability Policy and Process”, Version 1.1, Open Mobile Alliance™, OMA-IOP-Process-V1_1, URL:http://www.openmobilealliance.org/

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	[RFC2234]
	“Augmented BNF for Syntax Specifications: ABNF”. D. Crocker, Ed., P. Overell. November 1997, URL:http://www.ietf.org/rfc/rfc2234.txt

	[DMSCHED-DTD]
	

	
	<< Add/Remove reference rows as needed! >>


2.2 Informative References

	
	

	
	<< Add/Remove reference rows as needed! >>


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

	Device
	In this context, a Device is a voice and/or data terminal that uses a Wireless Bearer for data transfer.  Device types may include (but are not limited to): mobile phones (GSM, CDMA, 3GSM, etc.), data-only terminals, PDAs, laptop computers, PCMCIA cards for data communication, and unattended data-only Devices (e.g., vending machines). 

	Device Description Framework
	A markup language used to describe OMA DM object schema; may be used in a standardized specification to describe the characteristics of conformant implementations or published by a vendor to describe a particular device impelementation.

	Device Management
	Management of the Device configuration and other managed objects of Devices from the point of view of the various Management Authorities. Device Management includes:

Setting initial configuration information in Devices
Subsequent updates of persistent information in Devices
Retrieval of management information from Devices
Processing events and alarms generated by Devices

	Device Management Authority
	Any legal entitity authorized, either directly or through delegation, to perform management operations on a terminal using the OMA Device Management protocol through a set of management objects.

	DM Client
	An abstract software component in a Device implementation that conforms to the OMA Device Management Enabler static conformance requirements specified for DM Clients. It servers as an end-point of the DM Client-Server Protocols including the one described in this architecture document.

	DM Server
	An abstract software component in a deployed Device Management infrastructure that conforms to the OMA Device Management Enabler static conformance requirements specified for DM Servers. It servers as an end-point of the DM Client-Server Protocols including the one described in this architecture document.

	DM System
	A background system capable to interact with a (set of) Device(s) for the purpose of Device Management.

	Management Object
	A schema for configuration settings that an OMA DM client exposes to OMA DM servers for management operations defined in the OMA DM Enabler [OMA-DM].

	Schedule
	A collection of information which contains a list of scheduled management tasks, the condition specifying when those scheduled tasks are supposed to be executed, user interaction specifications, and status reporting specifications.

	Scheduling Context
	A piece of informations created by the DM server and shared by both the DM server and the DM client. The information in the DM server and the DM client may be different but most of them are equal, and hence needs to be synchronized.

	Scheduling Message
	A DM message that is used to deliver the DM server’s request to configure the Scheduling Contexts and the report sent from the DM client to indicate the DM server of the status changes on the Scheduling Contexts in the Device.

	Status Reporting
	It is the sending of Generic Alert to the DM server to inform the interested events occurred in the Device with regards to the Schedules under the control of the server.

	Trap
	The event that is generated by various sources in the Device which the Device Management System would be interested to know. The Trap source includes for example Radio Software, other OMA Enablers, or device drivers.


3.3 Abbreviations

	OMA
	Open Mobile Alliance

	DDF
	Device Description Framework

	DM
	Device Management

	DMS
	Device Management Server

	MO
	Management Object 

	OMA
	Open Mobile Alliance

	UI
	User Interface


4. Introduction

In this specification, the Scheduling Framework for OMA-DM based mobile device management system is specified, and management objects for the Scheduling Contexts and the associated behaviours are also specified.
Generally, the management sessions and the related network transactions are not directly coupled with the revenue, but they are necessary to deploy, configure, or manage the devices and the mobile application services allowfrom which the allow revenue can be created out of them. In that sense, they can be seen as costs for managing the networked services.  
The Scheduling Framework can be used to reduce that costs. It can be added on the existing device management infrastructure leveraging its functionalities them and allowing the management authority to perform the management tasks in scheduled manner. 

On the other hand, although the management operations are aming to provide the better user experience for the networked services, it is highly likely that the management operations itself will cause interruption and inconvenience to the users. The Scheduling Framework can be used to address the problems by providing enhanced user interaction functionality for the management operations while keeping the management costs as little as possible.
In addition, the Scheduling Framework can be commonly utilized by other DM enablers and general applications, once the management objects are properly defined for them. The common Scheduling Framework will reduce the duplication of the efforts needed that would otherwise be needed to create different andspecifications in various standard bodies and implement them t providing only the similar scheduling functionalities. 
5. Scheduling Framework
The Scheduling Framework described in this specification provides the function that enables the off-line processing of the scheduled management tasks,i.e. the schedules can be set up in the device, monitored and executed by the client when the schedule matches. When running the schedules, the client SHALL conform to the Scheduling Context hereby specified, which is installed on the device when the schedule is set up.
Based on and taking advantage of this functionality, the optional enhanced user interaction functions are redefined in the framework to provide localized user interaction, and the optional gating function is also defined. The gating function can be used to increase the efficiency in the offline-processing of the management tasks.
If not specified otherwise, the term ‘client’ is alternately used in the following sections to refer to the Device Management Scheduling Client as defined in [DMSCHED-AD]. 
5.1 Scheduling Context

The schedule for the management operations is modelled by the Scheduling Context, which is installed on the client as a set of management objects and run by the client conforming to this specification. The Scheduling Context SHALL be owned by a single DM Server, which means that the Scheduling Context nodes MUST have value explicitly assigned to the ACL including only one server identifier during normal operation. However, it is not prevented that the server with sufficient access to a parent node take control of the Scheduling Context in abnormal situations, e.g. when the original server cannot properly handle the Scheduling Context any more. When the Scheduling Context is dynamically created by the server, the Add,Get, Replace and Delete rights to it SHALL be granted to the creating server identifier. 
The Scheduling Context provides general informations such as the identifier, name, owner, validity period, current operational state of the schedule. It also includes some control parameters including the Schedule components. The Scheduling Context SHALL have at least one Schedule component, and MAY contain multiple Schedule components. In that case, the Schedule components may be related to each other and binded into one management scheduling context, which would correspond to one management context or job on the server. 

. 
5.1.1 Scheduling Context Installation, Reconfiguration, and Removal
The Scheduling Context SHALL be installed through the direct management operations by the server over OMA DM sessions [DMPRO]. That is, it SHALL NOT be installed or removed by other schedules. The same is true for the Reconfiguration and Removal of the installed Scheduling Context in the device, except that the scheduled task can activate or deactivate other Schedule components. Any request from the server to install or reconfigure the Scheduling Context MAY be verified as specified in the following sections before they are installed or reconfigured. If the server is going to reconfigure the Scheduling Context in running or suspended state, it MUST stop the context first before the reconfiguration. The Scheduling Context in any state can be removed, and the client MUST automatically terminate the Scheduling Context before it removing the Scheduling context. In cases when the Scheduling Context allows the user to remove the Scheduling Context that was created by the server, the client MUST send Status Reporting message to the server as specified in section 7 after removing the Scheduling Context when requested by the user. The Scheduling Context MUST be automatically removed when the validity date expires not necessarily having any communication between the client and the server.

5.1.2 State Transitions of the Scheduling Context

The Scheduling Context on the device MUST reside in one of the three states, Stopped, Running, and Suspended, at any given points in time. The state transitions operations are atomic and triggered by the server. State transitions MAY also be triggered by end user depending on the permissions set by server. If the transition is triggered by the server, the client MUST be able to return to previous state in case the transition fails. In addition, the state transition can occur automatically during the lifecycle of the Scheduling Context. For Example, when the Scheduling Context encounters any error while running the scheduling operation,, it may automatically move to the Stopped state.
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Figure 1: Scheduling Context State Machine (only the operation names are shown on the transition arrows).
Stopped State

The Scheduling Context is inactive. All the Schedule components included are inactive. The Scheduling Context just installed  and configured andot  reconfigured MUST be in this state. The Scheduling Context might have transitioned into this state when the scheduling job is finished. Out of this state, the Scheduling Context starts with each Schedule component having its own initial states. 
Running State

The Scheduling Context is active. More specifically, at least one Schedule component MUST be active. If none of the Schedule components are active, the Scheduling Context MUST automatically transition to the Stopped state.

Suspended State

The Scheduling Context is inactive. All the Schedule components included maintain their states. Out of this state, the Scheduling Context will resume from the state where it was suspended. 

State Transition Operations

During the lifecycle of the Scheduling Context, the Server is able to trigger the state transitions of the Scheduling Context through the management operation using the Exec command sent to one of the state transition operation nodes.. When the Exec command is received, the client MUST perform the state transition, and complete the transition then return the response to the server. Note that any of the state transition operations is NOT an asynchronous process, so the Generic Alert is not needed. The status of the Scheduling context can be found at the read-only node: x/State.

In case the transition fails, the status code (500) Command Failed SHALL be returned. An attempt by the server to perform unallowed state transition operation SHALL return the status (403) Forbidden.
	State Control Operation
	Description
	Applicable States

	Start
	This operation is used to start the Scheduling Context from the initial state, i.e. the Scheduling Context starts running with each state of the Schedule components set to their respective initial values. If successful, the Scheduling Context moves to Running state. This operation MUST be supported.
	Stopped

	Stop
	This operation is used to stop the Scheduling Context. If successful, the Scheduling Context moves to the Stopped state, and the states of the included  Schedule components MUST be changed to inactive. This operation MUST be supported.
	Running, Suspended

	Suspend
	This operation is used to suspend the running of the Scheduling Context. Specifically, the state of the included Schedule component MUST be maintained during this state. If successful, the Scheduling Context moves to Suspended state. This operation is OPTIONAL.
	Running

	Resume
	This operation is used to resume the running of the Scheduling Context from where it was suspended. If successful, thethe Scheduling Context moves to Running state. This operation is OPTIONAL.
	Suspended


Table 1: State Control Operations
5.1.3 Schedule Component
The Schedule component represents each of the management schedules comprised in the Scheduling Context. The client performs the scheduling operation for the active Schedule components as described in section 5.2.
The Schedule component also has states, active and inactive. When the Scheduling Context starts running from the beginning, i.e. when the Scheduling Context first starts after being installed or reconfigured, or when it starts from the Stopped state,  the state of the child Schedule component SHALL be copied from its initial state, i.e. x/Schedule/x/InitState management object. The state SHALL be maintained while the device is turned off or the parent Scheduling Context is suspended so that the Scheduling Context can be resumed from the point where it was suspended. If the Scheduling Context is stopped, all the included Schedule components SHALL be deactivated, and the initial states MUST be used when it is restarted. 

The Schedule components binded together in the Scheduling Context are related to each other in such a way that one can activate or deactivate the components, of others and of its own as well.. In addition, one can deactivate or change the initial state itself. For example, the component 1 in figure 2 starts the data collection task while the component 2 ends the collection. And, the component 3 actually specifies the data collection. The component 1 and component 2 could specify variety of windows including the time windows or threshold range, and so on.
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Figure 2: An example of the Scheduling Context with multiple components.
.

The Schedule component may fall into one of the two categories as below depending on the repetitiveness of its condition. This will affect the state transition of the Schedule component.
· One-Time Schedule: The schedule expires at the first occurrence of the condition match and the Schedule component will be disabled after one lap of scheduling operation.  
· Repetative Schedule: The timer-based schedule with the recurrence rules specified or any Trap-based or Threshold-based schedules.. The Schedule component is not deactivated after condition matches.
5.2 Scheduling Operation

While the Scheduling Context is in the Running state, the client SHALL perform the scheduling operations for the each active Schedule components included in the Scheduling Context. The scheduling operation SHALL also be suspended when Scheduling Context is suspended. 
The overall scheduling operation is straight-forward operation and consists of a sequence of the following processes, i.e. the Condition Matching, the User Interaction, the Task Execution, the Gating, and the Status Reporting. The client MUST continuously perform the Condition Matching throughout the operation to make sure any condition matches are not missed, unless the status of the Schedule is suspended.. When the condition matches are detected, the User Interaction function SHALL be performed if specified, through which the user may confirm, defer, or reschedule the processing of the scheduled tasks. Otherwise, the Task Execution process SHALL be invoked. Finally, the results of the execution are sent to the server . However, if specified by server during schedule component installation, the results will be gated-off in the Gating process and will not be sent to the server. If the result has to be sent to the server, the Status Reporting process is used. The Status Reporting is also used to report the status updates or errors.
Figure 2 shows the summary of the overall scheduling operation.

In case another condition match occurs before the previously invoked task is completed, the task MUST be completed first and then invoked again. 
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Figure 3: Overall Scheduling Operation (informative)

5.2.1 Condition Matching

The device SHALL monitor the condition matches while running the scheduling operation.. 

There are three optional types specified, i.e , timer-based, threshold-based, and Trap-based conditions conditions, among which client MAY support one or more condition types. If the device supports more than one condition types, it MUST be possible that different types of the conditions be combined together to form more complex condition types. Same types of conditions MUST also be combined. Conditions are combined by using the AND operation, i.e. the logical status of each condition has to be “True” so that they collectively become a match. How the device monitors the condition matches is left to implementation. See the following sections for the detailed descriptions.
The schedules may be missed for some reasons, such as the adjustment of local device time or device switch-off.. The device SHOULD check the missed schedules, how and when to check will depend on device implementation. When the device detects that some schedules were missed, the device SHOULD retroactively perform the relevant missed schedules based on the possibilities previously indicated by DM Server, e.g. execute, delay, discard, inform the DM Server, or move forward the schedule.
If not specified otherwise, any errors encountered during the Condition Matching process MUST bring the entire Scheduling Context to a halt and the status reporting (xxx) MAY be sent depending on the configuration as specified in section 7. 
5.2.1.1 Timer-based

The device SHALL issue condition matches at the scheduled times which are specified in the Scheduling Context. The recurrence rule MAY be specified. Otherwise, the schedule is one-time schedule and the corresponding Schedule Component SHALL be disabled after the first occurrence of the condition match. The recursion rule follows the XAPIA’s CSA specification. For correct operation, the local device time and the server time needs to be synchronized within a reasonable tolerance.  It is assumed that the time synchronization is already achieved by out-of-band mechanisms and any other one will not be specified here. In practice, it would be sufficient for the server to know that the device supports reliable time clock synchronized by well-known network time sources such as CDMA system time [3GPP2], 3GPP Network Identity and Timezone (NITZ) [3GPP-NITZ], Simple Network Time Protocol (SNTP) [rfc 2030], etc. Or, in some other cases where network time source is not used, it is possible to use less reliable methods to achieve the time synchronization. Server SHALL specify scheduling events using either a time relative to UTC or in local time. If specified in UTC, Client MUST interpret the schedule relative to UTC independent of time zone or daylight saving time adjustments. If specified in local time, Client MUST interpret the schedule as local time in the current time zone and subject to any daylight saving time adjustments.
5.2.1.2 Threshold-based

The client MUST sample the values of the selected management objects and compare them with the given thresholds at the given interval.
Threshold-based condition is always repetitive and the sampling and comparing operation MUST be repeated until the corresponding Scheduling Component is disabled. The owner of the Scheduling Context MUST have sufficient access rights to read the selected management objects. If not, the attempt to install or reconfigure such Schedule MAY be failed returning the status (403) Forbidden. In addition, during the Scheduling operation the Client MUST check the access rights of the server to the selected node before every sampling of the node. If it is turned out that the server doesn’t have the sufficient access rights, the data SHALL NOT be sampled and the entire Scheduling Context MUST be stopped. Also, the status reporting (xxx) MAY be sent. 
5.2.1.3 Trap-based

The Trap-based condition matches if the specified Trap event occurs. The indications about specific Trap events provided from the external sources can be used for Condition Matching process. These trap events are outside the scope of this specification.  Interfaces to traps are left to implementation. 
Any attempt by the server to use unsupported Trap events by the device SHALL return the status (403) Forbidden.  
5.2.2 User Interaction
Some optional localized user interactions are specified. 

· Display User Notification
· Confirm

· Reschedule

· State Transition of the Scheduling Context

Different from the OMA-DM User Interactions [DMPRO], the user interations are done locally between the user and the client, and the user input is not directly sent to the server. However, the changes to the schedule resulting from the user interaction MAY be reported to the server as specified in section 7 Status Reporting.
5.2.2.1 Display User Notification

If this user interaction type is specified in the Schedule component, the client SHALL display the user notification message to the user before or while executing the scheduled task.

5.2.2.2 Confirm

If this user interaction type is specified in the Schedule component, the client SHALL allow the user to confirm or cancel before executing the scheduled task if the deadline is not over. If the user confirms it, the client MUST go ahead and perform the Task Execution process. Otherwise, then the client MUST wait for the next condition match or complete the scheduling operation if it is one-time schedule. It MAY be reported to the server when the task is cancelled.
5.2.2.3 Reschedule
If this user interaction type is specified in the Schedule component, the client SHALL allow the user to type in a date and time of the new schedule within the deadline. When the schedule is modified by the user, it MAY be reported to the server as specified in section 7.
5.2.2.4 State Transition of the Scheduling Context
It is at discretion of the implementation to provide a user interface to allow the user view the list of the installed schedules and their states. However, the client MUST follow the user permission configured by the server for the removal or state control of the Scheduling Context. If the permission is granted, User MUST be allowed to change the state of the Scheduling Context or request to remove one of them. By default, the client SHALL NOT allow the user to do as such. The permissions granted to the user are specified in the Scheduling Context, i.e. x/UserControl management object. These user initiated events MAY be reported to the server as specified in section 7.
5.2.3 Task Execution
The management commands [OMA-DM] and a few more action types are supported in this specification release. The scheduled tasks MUST be specified by using the Scheduling Task document as defined in appendix C. However, it is highly encouraged that more action types or some script languages be supported in the future release.
By supporting the scheduling of the management commands defined in [OMA-DM], the functionalities provided by other components in the existing OMA DM based management infrastructure can be reused thereby avoiding redefinition of new management operations as much as possible.
When scheduling the management commands, the following have to be considered:
· For easier implementation of Gating function, only one Item element type SHOULD be included in each command, and the CmdID element type SHALL be unique among the scheduled management commands within a Schedule component.
In addition to the management commands, a few other action types are specified. They are one-way instructions and no response messages or codes are defined. When they are not completed successfully, the Scheduling Context would be halted or ignored and the relevant Status Reporting message may be generated.
· Connect to the server: The action type for the device to initiate a session to the specified DM server. The Client MUST use the Status Reporting message type “org.openmobilealliance.dm.scheduling.connect” as specified in section 7. 
· Enable/Disable: The action type to enable and disable the Schedule component . The successful completion of the action is known to the server through the state value of the Schedule component. Unsuccessful completion of this actuin types MUST bring the entire Scheduling Context to a halt and the status reporting code (xxx) will be returned.
5.2.4 Gating
By default, the responses of the DM Client to the scheduled DM commands MUST be sent to the server unless any gating rule is specified in the Scheduling Context, i.e. x/Schedule/x/Gating management object.  The optional Gating function would be useful in the wireless environment where millions of end-user devices are being managed because it allows the server to control and reduce the number of the client initiated management sessions. Usually, the responses that don’t really need to be delivered immediately to the server can be gated-off, for example successful responses can be gated-off as the server checks the status of the schedule once in a while..  
The gating rule specifies the references and code values of the responses that will be gated-off. Currently, it is expected that only the Status command needs to be gated-off. When the Status command is returned from the DM Client for each processed DM command, the DM Scheduling Client MUST extract the CmdRef value and the Status Response Code in Data element out of the Status command, and compare them against the gating rules searching for matches. The gated-off responses SHALL NOT be sent to the server. 

5.2.5 Status Reporting
While the Scheduling Context is running, there arise the run-time events, errors, or status updates of which the server needs to be reported. In addition, some of the responses to the scheduled DM commands processed by the DM Client need to be sent to the server as specified in section 5.2.4. For all these cases, the Status Reporting mechanism MUST be used. See section 7 for more details.


5.3 Logging

The Scheduling Framework supports the logging of the scheduling operations, for example the history of the responses to the scheduled tasks, the condition match events, user interactions, or any status updates may be recorded. As it runs the Scheduling Context, the Client MAY generate the logging data for such events and send them to the buffer designated by the Scheduling Context, i.e. x/Schedule/x/LogCtrl/Buffer management object. However, the logging buffer and its configuration or management are out of scope of the DM Scheduling, and those should be specified elsewhere in a vendor-specific way or in standards body. In addition, the types of the logging data to be generated, syntax of the logging data, and the interface between the DM Scheduling Client and the logging buffer are also out of scope..   

5.4 
6. Scheduling Context Management Objects
The management objects associated with the Scheduling Context are assembled under an internal node x (dynamically or statically created) as shown in figure 2. 

Management Object identifier: urn:oma:dm:scheduling:1.0
Protocol Compatibility:  This object is compatible with OMA Device Management protocol specifications, version 1.2 and upwards.
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Figure 4: Scheduling Context Management Objects
Node: x

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrMore
	Node
	Get


This interior node acts as a placeholder for a Scheduling Context. The ancestor elements of this node define the position in the management tree of this management object. The name of this node will be assigned when it is created at run-time except when this node is statically created. 
Node: x/ID
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the ID of the Scheduling Context. Note that this ID is used to direct Exec commands to specific Deployment Components.

Node: x/Name
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies the human readable name of the Scheduling Context.
Node: x/Validity
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the expiration time and date for the Scheduling Context. The Scheduling Context is valid until the time and date specified in this node. If the time and date expires, the Scheduling Context SHALL be removed or deleted. The content is expressed in complete representation, basic format as specified in ISO 8601. The time MUST be in UTC based time. If time is not specified along with the date, it implies the end of the day.
Node: x/Server

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node contains the Server Identifier of the DM Server that owns the Scheduling Context.

Node: x/State

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node optional node reflects the operational state of the Scheduling Context. The possible values are Stopped, Running, or Suspended.

	
	
	

	
	
	



Node: x/StateOp

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This node is a placeholder node for the state transition operations that can be executed for the Scheduling Context.
Node: x/StateOp/Start

	Tree Occurrence
	Format
	Min. Access Types

	One
	Null
	Exec


This leaf node is used as a target of the Exec command to start running of the Scheduling Context. 
Node: x/StateOp/Stop

	Tree Occurrence
	Format
	Min. Access Types

	One
	Null
	Exec


This leaf node is used as a target of the Exec command to stop running of the Scheduling Context..
Node: x/StateOp/Suspend

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Null
	Exec


This leaf node is used as a target of the Exec command to suspend running of the Scheduling Context..
Node: x/StateOp/Resume

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Null
	Exec


This leaf node is used as a target of the Exec command to resume running of the suspended Scheduling Context.
Node: x/UserControl
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Boolean
	Get


This leaf node specifies the permission granted to the user for removing the Scheduling Context or changing the operational state of the Scheduling Context. “True” implies that the client MUST allow the user to do as such, and “False” implies the opposite. By default, the permission is not granted to the user.. 

Node: x/Schedule

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This interior node is a parent node for all the Schedule components comprising the Scheduling Context.

Node: x/Schedule/x

	Tree Occurrence
	Format
	Min. Access Types

	OneOrMore
	Node
	Get


This interior node is a placeholder for a Schedule component. The name of this node will be assigned when it is created at run-time except when this node is statically created.
Node: x/Schedule/x/Cond
	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This interior node specifies the condition when the scheduled management tasks included in the Schedule component are to be executed. If there are more than one sub conditions under this node, they collectively forms the whole condition, and each of the sub conditions MUST be combined by using the OR operation. When one of the conditions is satisfied, the whole condition is satisfied
Node: x/Schedule/x/Cond/x
	Tree Occurrence
	Format
	Min. Access Types

	OneOrMore
	Node
	Get


This interior node is a placeholder for a collectively combined condition. The condition MAY be based on timer, TCE, Trap, or any combination of them. If more than one conditions are combined under this node, they collectively forms another condition, and each of the conditions MUST be satisfied at the same time. The Device MUST be able to monitor and detect the condition matches, but the way how it performs the condition matching is left to implementation.
Node: x/Schedule/x/Cond/x /Timer

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This interior node serves as a placeholder for the timer-based condition. 
Node: x/Schedule/x/Cond/x /Timer/<x>

	Tree Occurrence
	Format
	Min. Access Types

	OneOrMore
	Node
	Get


This interior node specifies each timer-based condition. 
Node: x/Schedule/x/Cond/x /Timer/<x>/Base

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies a specific point in time expressed in complete representation, basic format as specified in ISO 8601. When used together with the RRule, the time is used as a base for the reccurrence rules specified by RRule node. The time MUST be UTC based time.
Node: x/Schedule/x/Cond/x /Timer/<x>/RRule

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies the recurrence rule with the base given by the Base node value. The content of this node is a string or clear-text encoding og the recurrence specification conforming to the Basic Reccurrence Rule Grammer defined by the XAPIA’s CSA specification.

Node: x/Schedule/x/Cond/x /Th

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This interior node acts as a placeholder for all the threshold conditions.
Node: x/Schedule/x/Cond/x /Th/x

	Tree Occurrence
	Format
	Min. Access Types

	OneOrMore
	Node
	Get


This interior node serves as a placeholder for each Threshold-based condition.  
Node: x/Schedule/x/Cond/x /Th/x/URI
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the URI of the management object to monitor.
Node: x/Schedule/x/Cond/x /Th/x/Interval
	Tree Occurrence
	Format
	Min. Access Types

	One
	Int
	Get


This leaf node specifies the interval over which the data is sampled and compared with the threshold. The device MUST sample the selected management object value at least once in this interval, i.e. the interval between two successive sampling SHOULD be less than this interval.
Node: x/Schedule/x/Cond/x /Th/<x>/Threshold

	Tree Occurrence
	Format
	Min. Access Types

	One
	chr 
	Get


This leaf node specifies the threshold. The value of this node is the numeric text string representing the various formats of the threshold value. The actual format of the thershold is determined by the threshold format node, i.e. ThFormat. The sample statistics of the selected management object will be compared with the value of this node. When this threshold is the rising-threshold, a single condition match occurs if the current sample value is greater than or equal to this threshold, and if the last sample was less than this threshold.  If the current sample is the first one (e.g. after power recycles, the scheduling operation is just started), there will be no previous sample. In this case, the last sample is not taken into account. When this thershold is the falling-threshold, condition match occurs in the opposite direction. If the hysteresis is specified, After a threshold crossing event is generated, another one will not be generated until the sampled value falls below or rises above this threshold by the margin specified by the hysteresis. When this threshold is set to the static-threshold, a single condition match event occurs when the current sample value is equal to  this threshold irrespective of the crossing, and if the last sample was not equal to this threshold. But the logical status of the condition will be ‘true’ as long as the sample value is equal to this threshold.

Node: x/Schedule/x/Cond/x /Th/<x>/ThFormat

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr 
	Get


This leaf node specifies the real format of the threshold and the hysteresis. The possible values are, ‘bool’, ‘chr’, ‘int’, , ‘date’, ‘time’, or ‘float’. 
Node: x/Schedule/x/Cond/x /Th/x/ThType
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


 This leaf node specifies the threshold type. The possible values are ‘Absolute’ or ‘Delta’. If the value is ‘Absolute’, the sample value of the selected management object will be compared directly with the threshold. If the value is ‘Delta’, the sample value at the last sampling will be subtracted from the current sampling value, and the difference will be compared with the threshold. 
Node: x/Schedule/x/Cond/x /Th/x/Direction
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the behaviour of the value before the Threshold event is considered as matched. Possible values are ‘rising’ ,‘falling’ or ‘static’. The static-threshold means that the condition match occurs when the sample value is equal to the threshold irrespective of the direction of the crossing.    
 Node: x/Schedule/x/Cond/Th/<x>/Hysteresis

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies the hysteresis value. The value of this node is the text string representing the various formats of the threshold value. The real format of the hysteresis value is determined by the threshold format node, i.e. ThFormat. The use of hysteresis is well known mechanism to prevent too many threshold crossing events from being generated due to noise especially during the time period when the sample value fluctuates around the threshold. For example, in case of rising-threshold, once the trigger or event is generated, it will not be generated again unless the sample value becomes less than the threshold by the margin specified by this node.

Node: x/Schedule/x/Cond/x /Trap

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This leaf node specifies the Trap ID.
Node: x/Schedule/x/Cond/x /Trap/x

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrMore
	Node
	Get


This interior node is a placeholder for a specific Trap-based condition.
Node: x/Schedule/x/Cond/x /Trap/x/TrapRef

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the reference to the specific Trap event, i.e. Trap Identifier.
Node: x/Schedule/x/Cond/x/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions. 
Node: x/Schedule/x/Task

	Tree Occurrence
	Format
	Min. Access Types

	One
	xml
	Get


This leaf node specifies the management tasks to be executed when the condition matches. The content of this node MUST be the DM Scheduling Task XML document V1.0, which is very simple XML document and is specified in Appendix C.
Node: x/Schedule/x/HandlingMissed
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies how to perform the missed schedules when they are detected.
The possible value of the leaf node is listed as below:

	Value
	Meaning

	Execute
	Execute the schedule as normal. When more than one missed condition matches were detected, perform only the latest match.

	Discard
	Discard the missed schedules.

	Inform
	Inform the Server that the schedule is missed as specified in section 7..

	Advance
	Try advancing the schedule if it is decided possible to miss the timer-based schedule, e.g. before switching off the device. The decision is left to implementation. The user acknowledgement MUST be obtained before advancing the schedule. The advanced schedule SHALL NOT be executed once again as originally scheduled.


Node: x/Schedule/x/UI
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This interior node is the place holder to include the user interaction functions that MUST be performed before executing the scheduled management tasks.

Node: x/Schedule/x/UI/Notify

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This interior node specifies about giving the notification to the user before executing the scheduled management tasks.

Node: x/Schedule/x/UI/Notify/Msg

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the user notification message.

Node: x/Schedule/x/UI/Notify/MinDT

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Int
	Get


This leaf node specifies the minimum time in seconds for which the user notification message MUST be displayed. The value MUST be evaluated as a positive, integer number.
Node: x/Schedule/x/UI/Notify/MaxDT

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Int
	Get


This leaf node specifies the maximum time in seconds for which the user notification message MUST be displayed. The value MUST be evaluated as a positive, integer number. Being used together with confirm node, if the user does not act within MaxDT, the action is considered to be deferred or cancelled.
Node: x/Schedule/x/UI/Defer

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies the time until when the user is allowed to defer or reschedule the execution of the tasks. The content is expressed in complete representation, basic format as specified in ISO 8601. The time MUST be in UTC based time.  If time is not specified along with the date, it implies the end of the day.
Node: x/Schedule/x/UI/Resched

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Boolean
	Get


This leaf node specifies if the user is allowed to modify the schedule of the associated Schedule component. 
Node: x/Schedule/x/UI/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions. 

Node: x/Schedule/x/Gating

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This interior node is the placeholder for the the gating rules. 
Node: x/Schedule/x/Gating/x

	Tree Occurrence
	Format
	Min. Access Types

	OneOrMore
	Node
	Get


This interior node specifies one gating rule.

Node: x/Schedule/x/Gating/x/Ref

	Tree Occurrence
	Format
	Min. Access Types

	One
	Integer
	Get


This leaf node specifies the reference to the response command to be gated-off. The content of this node is compared with the value of the CmdRef element in the Status commands or Data in the Alert commands. 
Node: x/Schedule/x/Gating/x/Code

	Tree Occurrence
	Format
	Min. Access Types

	One
	Integer
	Get


This leaf node specifies the code of the response command to be gated off. The content of this node is compared with the Status Response Code in the Status command or Correlator in Alert commands. 
Node: x/Schedule/x/Gating/x/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions. 
Node: x/Schedule/x/Reporting

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This interior node specifies the rules on the Status Reporting.

Node: x/Schedule/x/State

	Tree Occurrence
	Format
	Min. Access Types

	One
	Boolean
	Get


This leaf node specifies the state of the Schedule component. It is a read-only node to reflect the operational state of the schedule component. The possible value is ‘True’ or ‘False’, which can represent that the state of the schedule component is active (True) or inactive (False).
Node: x/Schedule/x/InitState

	Tree Occurrence
	Format
	Min. Access Types

	One
	Boolean
	Get


This leaf node specifies the initial state of the Schedule component. It specifies the initial state for the schedule component when parent Scheduling Context starts running. The possible value is ‘True’ or ‘False’, which can represent that the state of the schedule component is active (True) or inactive (False).
Node: x/Schedule/x/LogCtrl

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This leaf node specifies the control parameters for the scheduling operation logging.

Node: x/Schedule/x/LogCtrl/Enable

	Tree Occurrence
	Format
	Min. Access Types

	One
	Boolean
	Get, Replace


This leaf node is used to start or stop scheduling operation logging.

Node: x/Schedule/x/LogCtrl/Buffer

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the information, e.g. pointer for the buffer in which the logging data are to be stored.
Node: x/Schedule/x/LogCtrl/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions. 
Node: x/Schedule/x/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions.
Node: x/Ext
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions.
7. Status Reporting
The Status Reporting is the mechanism to report the owning server of the status updates about the Scheduling Contexts or events occurred to it. The Status Reporting uses the Generic Alert [OMA-DM] mechanism and message format. 

7.1 Message Format

The Status Reporting message format MUST follow the Generic Alert [OMA-DM] message template. There are two message formats defined for the Status Reporting depending on the data type included in the message. The first one includes the Status Reporting code indicating the status changes of the Scheduling Context, and the second one includes the DM commands generated as a result of processing the scheduled management commands. The second message type is used to tunnel those DM commands from the DM Scheduling Enabler Client to the Server.
7.1.1 Status Reporting Alert Types

The alert types are used to identify the type of the data contained in the messages. One of the following two alert types MUST be used. 
· The alert type “org.openmobilealliance.dm.scheduling.statuschange” MUST be used if the message contains the Status Reporting code in the Data field.
· The alert type “org.openmobilealliance.dm.scheduling.result” MUST be used if the message contains the responses to the management commands in the Data field.
7.1.2 Usage of Source, LocURI 

The URI of the Scheduling Context or Schedule Component Management Object MUST be sent as the source of the Generic Alert message. This allows the Management Server to identify to which Scheduling Context or Schedule Components the Status Reporting belongs. If the reporting applies to the Scheduling Context, the URI for the Scheduling Context MO MUST be used. If it is only Schedule Components level, the URI for the Schedule Component MO MUST be used. 
7.1.3 Status Reporting Codes

The Status Reporting Code MUST be sent as an integer value in the Data element of the GenericAlert message.  It MUST be one of the values defined below:

	Status code
	Meaning

	() State Transition by User
	User initiated State Transition.

	() Remove Request by User
	User request to remove the schedule.

	() User Cancelled
	User cancelled or deferred the task execution.

	() User Rescheduled
	User rescheduled.

	() Normal Completion
	Schedule finished automatically as a result of normal scheduling operation, e.g. one-shot schedule.

	() Abnormal Completion
	Schedule stopped abnormally, e.g. due to errors encountered while running scheduling operation.

	() Missed Schedule Discarded
	There was a missed schedule and discarded.

	() Move forward
	The schedule moved forward and executed earlier than scheduled.

	() Failed Enable or Disable
	Failure to complete the Enable/Disable action types.


7.1.4 Tunneling of Responses 

Among the DM commands that are generated as a result of the processing the scheduled management commands, the ones that are not gated-off MUST be included in the Data field and sent to the server using the Generic Alert message as a tunnel. 
7.1.5 Usage of Other Fields

Correlator field is not used.  Alerts that are reporting an error or failure condition SHOULD report a severity other than Informational in the Mark field of the Meta information.
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Appendix B. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [IOPPROC].

B.1 SCR for DM Scheduling Client

B.1.1 SCR for Scheduling Context MO

	Item
	Function
	Reference
	Status
	Requirement

	DMSched-MO-C-001
	
	
	
	


B.1.2 SCR for Scheduling Client
	Item
	Function
	Reference
	Status
	Requirement

	Generic SCR
	
	
	
	

	DMSched-GEN-C-001
	Guarantee access rights to the scheduling context to single server
	Section 5.1
	M
	

	DMSched-GEN-C-002
	Grant ACL rights to the creating server identifier during dynamic creation of scheduling context
	Section 5.1
	M
	

	DMSched-GEN-C-003
	Support for scheduling context installation
	Section 5.1.1
	M
	

	DMSched-GEN-C-004
	Support for scheduling context reconfiguration
	Section 5.1.1
	M
	

	DMSched-GEN-C-005
	Support for scheduling context removal
	Section 5.1.1
	M
	

	DMSched-GEN-C-006
	Verify the install or reconfigure request before executing
	Section 5.1.1
	M
	

	DMSched-GEN-C-007
	Support for running state
	Section 5.1.2
	M
	

	DMSched-GEN-008
	Support for stopped state
	Section 5.1.2
	M
	

	DMSched-GEN-009
	Support for suspended state
	Section 5.1.2
	O
	DMSched-COM-C-005 AND DMSched-OPR-C-002

	DMSched-GEN-010
	Support for state transition operation initiated by server
	Section 5.1.2
	M
	

	DMSched-GEN-011
	Support for user initiated state transition
	Section 5.1.2
	O
	

	DMSched-GEN-012
	A Schedule not able to create another Schedule
	Section 5.1.1
	M
	

	DMSched-GEN-013
	A Schedule not able to uninstall another Schedule
	Section 5.1.1
	M
	

	DMSched-GEN-014
	Send status report when the Schedule Context is removed
	Section 5.1.1
	M
	

	DMSched-GEN-015
	Remove Scheduling Context if validity date expires
	Section 5.1.1
	M
	

	COM SCR
	
	
	
	

	DMSched-COM-C-001
	Support for single schedule component
	Section 5.1.3
	M
	

	DMSched-COM-C-002
	Support for multiple schedule components
	Section 5.1.3
	O
	

	DMSched-COM-C-003
	Support schedule component states, active or inactive
	Section 5.1.3
	M
	

	DMSched-COM-C-004
	Use the given initial states when scheduling context starts running from the beginning
	Section 5.1.3
	M
	

	DMSched-COM-C-005
	Maintain the schedule component state while scheduling context is in suspended state
	Section 5.1.3
	O
	

	DMSched-COM-C-006
	Support of return to previous state in case transition of states fails
	Section 5.1.2
	M
	

	DMSched-COM-C-007
	Schedule move to Stopped state in case  any error occurs
	Section 5.1.2
	M
	

	DMSched-COM-C-008
	Schedule Components included in a Schedule context stopped if the Schedule is Stopped.
	Section 5.1.2
	M
	

	Operation SCR
	
	
	
	

	DMSched-OPR-C-001
	Perform scheduling operation when scheduling context is running.
	Section 5.2
	M
	

	DMSched-OPR-C-002
	Suspend scheduling operation while the scheduling context is suspended
	Section 5.2
	O
	

	DMSched-OPR-C-003
	Wait task execution until the previous one is finished
	Section 5.2
	M
	

	CM SCR
	
	
	
	

	DMSched-CM-C-001
	Support for the condition matching
	Section 5.2.1
	M
	

	DMSched-CM-C-002
	Support for timer-based condition
	Section 5.2.1
	O
	DMSched-CM-C-009 AND DMSched-CM-C-011 AND DMSched-CM-C-012

	DMSched-CM-C-003
	Support for threshold-based condition
	Section 5.2.1
	O
	DMSched-CM-C-013 AND DMSched-CM-C-014

	DMSched-CM-C-004
	Support for trap-based condition 
	Section 5.2.1
	O
	DMSched-CM-C-015 AND DMSched-CM-C-016

	DMSched-CM-C-005
	Support for the combined condition types 
	Section 5.2.1
	O
	

	DMSched-CM-C-006
	Check missed schedules
	Section 5.2.1
	O
	DMSched-CM-C-007


	DMSched-CM-C-007
	Retroactively perform missed schedules based on established policy
	Section 5.2.1
	O
	DMSched-CM-C-010 OR  DMSched-CM-C-008 OR DMSched-CM-C-009

	DMSched-CM-C-008
	Move forward the schedules
	Section 5.2.1
	O
	

	DMSched-CM-C-009
	Discard Missed Schedules
	Section 5.2.1
	O
	

	DMSched-CM-C-010
	Executed Missed Schedules
	Section 5.2.1
	O
	

	DMSched-CM-C-009
	Support for one-shot timer-based schedule
	Section 5.2.1.1
	O
	

	DMSched-CM-C-010
	Support for timer-based schedule with recursion rule
	Section 5.2.1.1
	O
	

	DMSched-CM-C-011
	Adjust schedules when local time is changed
	Section 5.2.1.1
	O
	

	DMSched-CM-C-012
	Return error against the attempt to setup the date and time not existing on the calendar
	Section 5.2.1.1
	O
	

	DMSched-CM-C-013
	Sample the values of the MO and compare
	Section 5.2.1.2
	O
	

	DMSched-CM-C-014
	Return error against the attempt to monitor the MO without access rights during creation of the schedule context
	Section 5.2.1.2
	O
	

	DMSched-CM-C-015
	Return error against the attempt to monitor the MO without access rights during runtime operation
	Section 5.2.1.2
	M
	

	DMSched-CM-C-016
	Use external trap notifications
	Section 5.2.1.3
	O
	

	DMSched-CM-C-017
	Return error against the attempt to use unsupported trap events 
	Section 5.2.1.3
	O
	

	UI SCR
	
	
	
	

	DMSched-UI-C-001
	Support for user interaction
	Section 5.2.2
	O
	DMSched-UI-C-002 OR 

(DMSched-UI-C-003 AND

DMSched-UI-C-007) OR DMSched-UI-C-010

	DMSched-UI-C-002
	Support for display notification
	Section 5.2.2.1
	O
	

	DMSched-UI-C-003
	Support for confirm 
	Section 5.2.2.2
	O
	DMSched-UI-C-004 AND DMSched-UI-C-005 AND

DMSched-UI-C-006

	DMSched-UI-C-004
	Prompt user to select ‘Yes’ or ‘No’
	Section 5.2.2.2
	O
	

	DMSched-UI-C-005
	Execute the task when user confirms or deadline is over
	Section 5.2.2.2
	O
	

	DMSched-UI-C-006
	Send report when task is deferred if specified
	Section 5.2.2.2
	O
	

	DMSched-UI-C-007
	Support for reschedule
	Section 5.2.2.3
	O
	DMSched-UI-C-008 AND DMSched-UI-C-009

	DMSched-UI-C-008
	Allow user to type in a date/time and reschedule
	Section 5.2.2.3
	O
	

	DMSched-UI-C-009
	Send report when rescheduled if specified
	Section 5.2.2.3
	O
	

	DMSched-UI-C-010
	Support for the user initiated state transition
	Section 5.2.2.4
	O
	DMSched-UI-C-011 AND DMSched-UI-C-012

	DMSched-UI-C-011
	Allow the user to view or change the state of the schedule if specified in scheduling context
	Section 5.2.2.4
	O
	

	DMSched-UI-C-012
	Send report when user initiated event occurs if specified
	Section 5.2.2.4
	O
	

	Task Execution SCR
	
	
	
	

	DMSched-TE-C-001
	Support for the task execution
	Section 5.2.3
	M
	

	DMSched-TE-C-002
	Support for scheduling DM commands
	Section 5.2.3
	M
	

	DMSched-TE-C-003
	Support for Connect action type
	Section 5.2.3
	M
	

	DMSched-TE-C-004
	Support for Enable/Disable action type
	Section 5.2.3
	M
	

	DMSched-TE-C-005
	Parse the scheduling task XML document
	Section 5.2.3
	M
	

	DMSched-TE-C-006
	Use the status reporting message type if not specified otherwise
	Section 5.2.3
	M
	

	DMSched-TE-C-007
	Silently ignore the failure while executing Connect action type
	Section 5.2.3
	M
	

	DMSched-TE-C-008
	Bring the scheduling context to a halt and return error when it fails to execute Enable or Disable action types 
	Section 5.2.3
	M
	

	DMSched-TE-C-009
	Scheduling Context halted or ignored when tasks not completed successfully 
	Section 5.2.3
	M
	

	DMSched-TE-C-010
	Status report generated when tasks not completed successfully 
	Section 5.2.3
	O
	

	GF SCR
	
	
	
	

	DMSched-GF-C-001
	Support for the gating
	5.2.4
	O
	

	SR SCR
	
	
	
	

	DMSched-SR-C-001
	Support for status reporting
	5.2.5
	M
	


B.2 SCR for DM Scheduling Enabler Server

	Item
	Function
	Reference
	Status
	Requirement

	XYZ-S-001
	Something mandatory
	Section x.y
	M
	XYZ-S-001 OR XYZ-S-002 OR XYZ-S-003

	XYZ-S-002
	Something optional
	Section x.y
	O
	

	XYZ-S-003
	Dependencies on ZYX
	Section x.y
	M
	ZYX:MSF

	XYZ-S-004
	Dependencies on ZYX
	Section x.y
	O
	ZYX:OSF


Appendix C. Scheduling Task Document                             (Normative)


C.1 XML Usage

The Scheduling Task document is represented in a mark-up language defined by [XML]. The Scheduling Task DTD defines the XML document type used to represent the scheduled task for the DM Scheduling Enabler. 
The Scheduling Task documents are specified using well-formed XML. However, the document needs not be valid XML. That is, it does not need to specify the XML declaration or prolog. It only needs to specify the body of the XML document. 

The Scheduling Task document makes heavy use of XML name spaces. Name spaces MUST be declared on the first element type that uses an element type from the name space. Names in XML are case sensitive. 
The element types in the Scheduling Task DTD are defined within a namespace associated with the URI http://www.openmobilealliance.org/tech/DTD/OMA-DM-Scheduling-Task-DTD-V1_0_0.dtd or the URN SYNCML:SCHEDTASK1.0. 
The Scheduling Task document also makes use of XML standard attributes, such as xml:lang. Any XML standard attribute can be used in a Scheduling Task document. 
C.2 Elements
The following element types are specified. The table lists the mandatory and optional elements that servers and clients send and receive.
	Command
	Support of Management Server
	Support of Management Client

	
	Sending
	Receiving 
	Sending
	Receiving

	SchedTask
	MUST
	n/a
	n/a
	MUST

	DMCmds
	MUST
	n/a
	n/a
	MUST

	Connect
	MAY
	n/a
	n/a
	MAY

	Enable
	MAY
	n/a
	n/a
	MAY

	Disable
	MAY
	n/a
	n/a
	MAY

	Ext
	MAY
	n/a
	n/a
	MAY


C.2.1 SchedTask

Usage: Root element and the container for the scheduled tasks. The elements included in this element type MUST be processed in the specified sequence.
Parent Elements: None.

Restrictions: This MUST be the root element of the document. 

Content Model: (DMCmds, Connect, Enable, Disable)
C.2.2 DMCmds

Usage: The container element for the scheduled DM Commands [OMA-DM].

Parent Elements: SchedTask
Restrictions: Any number of any element types used to represent device management commands in a DM Message [REPPRO] MAY be included. It is REQUIRED that either the mark-up characters of the Data element content are properly escaped according to [XML] specification rules or that the CDATA sections are used. If not enclosed by a Sequence or Atomic command, the client MAY freely choose the execution order of the management commands included in this element type.
Content Model: (#PCDATA)

C.2.3 Connect

Usage: Specifies the server identifier to establish the connection to.

Parent Elements: SchedTask
Restrictions: Content of this element type specifies the server identifier to connect.
Content Model: (#PCDATA)
C.2.4 Enable

Usage: Specifies the action type to enable one of the Schedule components of the same context. 

Parent Elements: SchedTask
Restrictions: Content of this element type specifies the name of the Schedule component placeholder node to enable.

Content Model: (#PCDATA)
C.2.5 Disable

Usage: Specifies the action type to disable one of the Schedule components of the same context. 
Parent Elements: SchedTask
Restrictions: Content of this element type specifies the name of the Schedule component placeholder node to enable. The Schedule component can disable itself by pointing its own node.

Content Model: (#PCDATA)
C.2.6     Ext

Usage: The placeholder for platform or vendor specific extensions. 
Parent Elements: SchedTask
Restrictions: None.

Content Model: (#PCDATA)
Appendix D. Type Definitions
(Informative)
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