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1 Reason for Change

To implement the TS for requirement VirMO-HLF-05: The enabler SHALL support a mechanism to manage system resources allocated to a Virtual Machine.
2 Impact on Backward Compatibility

No compatibility issues.
3 Impact on Other Specifications

<statement describing impacts on other specifications, this may relate to dependencies (either way), or on related requirements or technology material covered in other documents

if changes are required in other documents describe the plan to handle these (e.g. companion CRs being submitted for those docs, liaisons with owning groups are proposed, etc.)>

4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The DM working group should agree to this CR.
6 Detailed Change Proposal

Change 1:  Modify the DM Tree to accommodate resource management.
8. Virtualization Management Object

The Virtualization MO provides the interface between the VirMO Server and the VirMO Client, which can be used for managing Virtual Machines. This section provides the pictorial description of the Virtualization MO and the explanations for each parameter.
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Figure 5: The Virtualization Management Object
	VirMO

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node is the root node for VirMO. The ancestor elements of this node define the position in the DM Tree for Virtualization MO. 
The MOID for the Virtualization MO MUST be: “urn:oma:mo:oma-virmo:1.0”. 


	VirMO/<x>

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	node
	Get
	

	
	This interior node is the placeholder for parameters regarding a particular Virtual Machine. For each Virtual Machine to be managed, corresponding parameters will be available under this interior node.


	VirMO/<x>/VMID

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get, No Replace
	

	
	This leaf node specifies the identifier for the Virtual Machine. The value for this leaf node MUST be assigned by the VirMO Client and it MUST be unique within the Virtualization MO.


	VirMO/<x>/Description

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get
	

	
	This leaf node specifies the description for the Virtual Machine.


	VirMO/<x>/State

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	Int
	Get, No Replace
	

	
	This leaf node specifies the current state of the Virtual Machine. This value MUST be set only by the VirMO Client, and MUST have one of the following values:

Valid Value
Descriptions

0

NotCreated state
1

PoweredOff state
2

Running state
3
Suspended state
4
Deleted state




	VirMO/<x>/Resources

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	Node
	Get
	

	
	This interior node groups the nodes for managing the resource allocation to this Virtual Machine.


	VirMO/<x>/Resources/CurrentConfig

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	Chr
	Get, No Replace
	

	
	This node specifies the current configuration of device resources that are allocated to this specific Virtual Machine. The parameters MUST be organized as a sequence of “key=value” pairs, and the pairs MUST be separated by an ampersand character “&”. The standard parameters are specified in the below table, but additional vender-specific parameters are allowed. The VirMO Server and the VirMO Client MUST support all the parameters specified in the table.

Parameters
Descriptions
Occurrence

RAM=<int>
This parameter specifies the amount of RAM in bytes that are allocated to this Virtual Machine.
One

Storage=<int>
This parameter specifies the amount of data partition flash storage in bytes that are allocated to this Virtual Machine.
One
CPU=<int>
This parameter specifies the device CPU time slice in percentage (0-100) that is dedicated to this Virtual Machine. 
One
Network=<int>

This parameter specifies the bandwidth allocated to this Virtual Machine, expressed in percentage (0-100) of the bandwidth available to the device. The value MUST apply to both upstream and downstream bandwidth. The value MUST apply to all connection types. 
One



	VirMO/<x>/Resources/NewConfig

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	chr
	Add
	

	
	This node specifies the configuration of device resources that MUST be allocated to this specific Virtual Machine when the VirMO Server sends an Exec command to the ApplyConfig node. The format defined in the CurrentConfig node MUST be applied to this node as well. 


	VirMO/<x>/Operations

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node is a parent node for operations supported by the Virtualization MO.


	

	
	
	
	
	
	

	
	
	
	
	
	

	
	


	VirMO/<x>/Operations/CreateParams

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get
	

	
	This node specifies the parameters used for creating the VM. The parameters MUST be organized as the sequence of “key=value” pairs, and the pairs MUS be separated by an ampersand “&”. The standard parameters are specified in the below table, but the vender-specific extensions for parameters are also possible. The VirMO Server and the VirMO Client MUST support all the parameters specified in the table.

Parameters
Descriptions
Occurrence

ImgID=<img_id>
This parameter specifies the VM image used for creating the VM. The <img_id> value MUST be one of the values from the VMImgMO/<x>/ImgID nodes.
One

Running=<bool>
If <bool> is true, the created VM MUST be in the Running state. If <bool> is false, the created VM MUST be in the PoweredOff state. If not specified, the default value MUST be true.
ZeroOrOne




	VirMO/<x>/Operations/Delete

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Exec
	

	
	This node is used with Exec command for the VirMO Server to delete the Virtual Machine. Only Virtual Machines in the Created state can be deleted.


	VirMO/<x>/Operations/Lock

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Exec
	

	
	This node is used with Exec command for the VirMO Server to lock the Virtual Machine.


	VirMO/<x>/Operations/Unlock

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Exec
	

	
	This node is used with Exec command for the VirMO Server to unlock the Virtual Machine.


	VirMO/<x>/Operations/PowerOn

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Exec
	

	
	This node is used with Exec command for the VirMO Server to power on the Virtual Machine.


	VirMO/<x>/Operations/PowerOff

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Exec
	

	
	This node is used with Exec command for the VirMO Server to power off the Virtual Machine.


	VirMO/Operations

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node is a parent node for operations supported by the Virtualization MO.


	VirMO/Operations/ApplyChanges

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Exec
	

	
	This node is used with Exec command for the VirMO Server to apply the resource changes made to one or several Virtual Machines as specified in the VirMO/<x>/Resources/NewConfig node. Virtual Machines that are associated with empty NewConfig nodes MUST NOT have resource configuration changes applied to them. After the changes have been applied successfully, the NewConfig nodes for all Virtual Machines MUST be deleted by the VirMO Client. The VirMO Client MUST check the consistency (for example, make sure that the sum of the CPU allocations for all Virtual Machines is 100%) of the new resource configurations before applying the changes.


	VirMO/DeviceResources

	
	Status
	Tree Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	Chr
	Get
	

	
	This node specifies the total amount of device resources. The parameters MUST be organized as a sequence of “key=value” pairs, and the pairs MUST be separated by an ampersand character “&”. The standard parameters are specified in the below table, but additional vender-specific parameters are allowed. The VirMO Server and the VirMO Client MUST support all the parameters specified in the table.

Parameters
Descriptions
Occurrence

RAM=<int>
This parameter specifies the amount of RAM in bytes for the device.
One

Storage=<int>
This parameter specifies the amount of flash storage in bytes for the device.
One
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