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1 Reason for Contribution

This is input to the Content Screening BOF report, describing which types of content are concerned by content screening, etc. 

2 Summary of Contribution

This contribution outlines the different types of content concerned by content screening. 

3 Detailed Proposal

1 Types of Content

Mobile services are either fun and convenient; or important and convenient. Any detriment to this will make the user less interested in the services. 

There are five roles in the (simplified view of the) ecosystem, which may have relationships: End User, Subscriber, Operator, Warden (which may be an enterprise or other organization, e.g. school, which has some say over the media use of the End User) and Content Provider. Various actors may have indirect relationships, but this is sufficient to describe the problem space. The Enterprise and the End User may be executing the Subscriber role, in which case they have a business relationship with the Service Provider, which depending on the service may be the Operator or the Content Provider. A business relationship may also exist between the Operator and the Content Provider.  
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Figure 1. Simplified content screening ecosystem

When an End User receives content from a service, or sends content to another user, this can be classified according to the intent of the sender and the perception of the receiver. This classification can be done in three dimensions: Whether the content is malicious or not; whether the content is solicited or not; and whether the content is appropriate or not. 

1.1 Malicious versus benign content

One of the basic assumptions regarding the mobile ecosystem in which OMA acts is that traffic has a cost. This is true in all cases, even in unregulated environments (such as WLANs), but the cost may not be apparent as the user is not charged per traffic volume. However, if the traffic volume increases to such an extent that all capacity in a cell is taken up with undesired traffic, there will be an extra cost for the user, in terms of wasted time and decreased convenience; and a monetary cost for the operator of the network. This demonstrates an important motivation for content screening. 

Content can be malicious in itself, by causing damage in the user environment (i.e. the terminal), or it can be put to malicious use, e.g. to create excessive traffic (e.g. spam or denial-of-service attacks). Content can either be intentionally malicious (e.g. virii), or it can be unintentionally malicious (buggy software which breaks terminals). It can also be morally offensive to the End User or Subscriber. Where screening of these are implemented is not discussed in this section, indeed various options are possible, depending on the constraints on the system. 

Screening may be done for various reasons, depending on the role that is allowed to set the rules. Rules may be set by the End User, but also by the Operator, the Warden, or the Subscriber.  In certain circumstances, rules set by one role may take precedence, e.g. the Operator may set rules to screen content for excessive volume which overrides other screening rules. 

1.2 Solicited versus unsolicited content

Content can in the main be either solicited, based on requests from the user; or it can be unsolicited, e.g. pushed content (which may be solicited through the receivers profile, but not directly requested). Note that it is the content which is solicited or unsolicited. The underlying protocol may be orthogonal to this.Screening of solicited content may be done along two dimensions: Based on whether it is appropriate, or whether it is malicious. The same goes for unsolicited content, but since there is no request that can be used to verify whether the content is appropriate, this implies that there is a set of rules which are independent of the request and can be used to determine whether unsolicited content is appropriate. 

Screening is however not a matter only for inbound communications (responses to requests, inbound messages), but also on outbound communications (requests, outbound messages). 

This screening can take various forms, e.g. anonymization, addition, etc. Anonymization is a way of preserving privacy. Anonymity is, however, almost never 100%. If a log file, database or other set of data contains X entries, the following two aspects are to be considered:

For each individual: How much effort is required to identify the person? 
For the entire group: How many of the entries can be tied to an identifiable person, where identifiable is defined by the level set by the previous question? 

The answer to the two questions above determines the level of anonymity of the file or database. If a log file or database is anonymized to close to 100%, it is not personal data, and thus, privacy-related legislation does not apply. 

Then, the question is HOW CLOSE TO 100% do we need to be in order to consider the set of data to be anonymized from a legal perspective? The answer, unfortunately, is: It depends on the country.

This content screening would use privacy preferences, as well as preferences for QoS and other preferences. These could include e.g. security, file size, payment, etc. This lead us to conclude that there may be a need for a general preference handling system, and that privacy may be a special case of this. 

This implies that special care has to be taken when designing any system which logs user actions. 

1.3 Appropriate versus inappropriate content

The Subscriber may want to protect the End User from undesired content. This provides a moral dimension to content screening. Each End User must be entitled to his own standards, which must be respected.. The policies for screening content for the End User role is set by the Subscriber role. These may be enacted by the same actor, or another actor may be the Subscriber (e.g. a parent or an enterprise). 

The function of the Warden role is to prevent someone else from accessing the content (e.g. a child using the same terminal; an employee of a company; or the Operator wants to protect Subscribers from unlawful content). It is also notable that prevention for others (i.e. determining what is appropriate in the Warden role) may comprise companies determining permissible content for their employees. Employment contracts may enable the employer to implement and enforce policies which constrain content which can be viewed using company resources. 
In environments where the user is charged for the traffic he generates, receiving undesired content is a significant problem, if you have to pay for it. This may make content inappropriate. Volume may occur through the transmission of frequent, small files; or less frequent, larger ones. Of course, frequent transmission of large files will be an even more significant generator of traffic volume. 

A problem in this case will be charging for advertising. It is very likely that the user will not accept being charged for downloading advertising he has not ordered. Advertising can, however, be filtered based on the receiver interest. 

Protection of minors is one of the most powerful incentives for screening. However, the parameters for such screening must be possible to set by parents, since they are responsible for their children. What is perceived as permissible in one culture might be considered impermissible in others. For instance, violent computer games which have recently created a powerful moral panic in Sweden would be regarded as tame in Japan, whereas the Swedish sexual morals might shock Americans. 

1.3.1 Content protection and appropriateness

The protection of content provider rights is orthogonal to content screening. However, there are a few things to consider here as well. 

Content protection (DRM) does not automatically assure that content is appropriate, merely that it has been provided according to the agreement between the Content Provider and the customer (probably the End User). A distributor of content that might be offensive to some people will want to tag his or her content in order to reach the appropriate audience.

Content screening may be applied using DRM as a condition. For instance, an enterprise may explicitly forbid its employees to download copyright-protected content during work hours; or to download software for which the enterprise does not have a license. 

Screening of pirated content, to ensure that what is distributed is legal, will most likely be a matter for the Operator; this also needs to be brought into the discussion.

1.4 Privacy and content screening

Prevention for others may also extend to the Operator role, if they are using this to fulfill legislative requirements. The Warden role can set screening rules (especially when shielding minors). In addition, the End User may also want to set screening rules, as should be his right under Informational and Territorial Privacy [PRIVACY]. 

Privacy has three aspects: personal, territorial and informational. In this context, personal privacy is about content filtering and other mechanisms to ensure that end users are not exposed to whatever violates their moral senses, while territorial privacy is about protecting the user’s property - e.g. the user equipment - from being invaded by undesired content, such as unsolicited SMS or email messages. Informational privacy is about data protection, and the user’s right to determine how, when and to what extent information about her is communicated to other parties, and the execution of this right might be based on her knowledge about what the other party’s intention is. These can be applied to determine what content is appropriate, e.g. in terms of personal communications.

1.5 Content matrix

We can construct the following three-dimensional matrix, which can be used to classify content. 
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Figure 2. Content classification dimensions
We can identify six different cases, which will be of concern:

· Intentionally malicious content

· Unintentionally malicious content

· Appropriate solicited content

· Inappropriate solicited content

· Appropriate unsolicited content

· Inappropriate unsolicited content
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These have been described in the text in sections 1.1 through 1.3. 

In the ecosystem described in section 1, it is evident from the previous discussion that the End User and Warden roles can set rules for screening content. These rules can be constructed along the three axes described in this section, provided there can be objective measurements of these. 

2 References

[PRIVACY] Privacy Requirements for Mobile Services, OMA-RD_Privacy-v1_0-20031001-A

4 Intellectual Property Rights Considerations

No IPR is known to be affected by this document

5 Recommendation

The CSBOF is recommended to include this in its report as section 3.2
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