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1 Reason for Contribution

This document represents the result of discussions between Ericsson and mmO2 concerning input to the OMA CSBOF report. 

2 Summary of Contribution

A number of changes to the draft text are proposed. See section 3. 

3 Detailed Proposal

***********Start of Change #1*************

7. Content Classification

The development of a role model could assist in identifying the relationships between the different organisations and individual responsibilities within the overall screening process, with a view to facilitating the development of specifications.  Specific examples of roles could include:

· The End User;

· The Guardian (the entity responsible for setting the End User acceptable rating parameters – could be a Parent, Operator, School, Enterprise, or other party);

· Operator or Service Provider;

· Content Provider;

· Content “Screener” – the entity that determines content rating and malicious content.

These roles are not exclusive and more than one role can be performed by a single organisation.

Note that the role model is intended to facilitate the development of specifications and should not (cannot!) be in any way standardised.

The physical architecture comprises the principal components of an overall system, and could include:

· SIM

· User Equipment/Software Operating Environment (eg Java)

· Access Network (providing transport and access to the operator’s infrastructure)

· Other types of access to the UE (WLAN, Bluetooth, Memory card etc)

· Content Platforms (provided by the Operator or by 3rd Party under Operator Control)

· Internet or other interconnection network
7.1 Malicious versus benign content

One of the basic assumptions regarding the mobile ecosystem in which OMA acts is that traffic has a cost. This is true in all cases, even in unregulated environments (such as WLANs), but the cost may not be apparent as the user is not charged per traffic volume. However, if the traffic volume increases to such an extent that all capacity in a cell is taken up with undesired traffic, there will be an extra cost for the user, in terms of wasted time and decreased convenience; and a monetary cost for the operator of the network. This demonstrates an important motivation for content screening. 

Content can be malicious in itself, by causing damage in the user environment (i.e. the terminal), or it can be put to malicious use, e.g. to create excessive traffic (e.g. spam or denial-of-service attacks). Content can either be intentionally malicious (e.g. virii), or it can be unintentionally malicious (buggy software which breaks terminals). It can also be morally offensive to the End User or Subscriber. Where screening of these are implemented is not discussed in this section, indeed various options are possible, depending on the constraints on the system. 

7.2 Desired versus undesired content

The Subscriber may want to protect the End User from undesired content. This provides a moral dimension to content screening. Each End User must be entitled to his own standards, which must be respected. The policies for screening content for the End User role is set by the Subscriber role. These may be enacted by the same actor, or another actor may be the Subscriber (e.g. a parent or an enterprise). 

The function of the Warden role is to prevent someone else from accessing the content (e.g. a child using the same terminal; an employee of a company; or the Guardian who wants to protect Subscribers from unlawful content). It is also notable that prevention for others (i.e. determining what is appropriate in the Guardian role) may comprise companies determining permissible content for their employees. Employment contracts may enable the employer to implement and enforce policies which constrain content which can be viewed using company resources. 
In environments where the user is charged for the traffic he generates, receiving undesired content is a significant problem, if you have to pay for it. This may make content inappropriate. Volume may occur through the transmission of frequent, small files; or less frequent, larger ones. Of course, frequent transmission of large files will be an even more significant generator of traffic volume. 

A problem in this case will be charging for advertising. It is very likely that the user will not accept being charged for downloading advertising he has not ordered. Advertising can, however, be filtered based on the receiver interest. 

Protection of minors is one of the most powerful incentives for screening. However, the parameters for such screening must be possible to set by parents, since they are responsible for their children. What is perceived as permissible in one culture might be considered impermissible in others. 

7.3 Mechanism for content screening

The knowledge of wether content is suitable and benign affords the creation of mechanisms by which screened content is deemed to be appropriate for an end user, or group of end users.  The process will need to determine if the content is:

· Malicious – including screening relevant for the user equipment to avoid incorrect user equipment and/or system wide behaviour;

· Unsuitable –comparing the content against the sensitivities of individual or groups.

Various ways can be used for the actual screening of the content. In any case, the End User and/or the Guardian must register a profile stating his or her preferences; and there must be a means to compare the profile with the content. In case the content is in clear text, this can be done by analyzing the content; but in cases when the content is encrypted, there is a need to provide some means of showing what the file contains. 

One way of doing this is Content Labelling. Content Labelling represents the means by which rating information can be associated with specific content.  Possible mechanisms include:

· The attachment of additional data to the original content;

· The use of Rating information as part of the description or location of the original content (eg as metadata or part of a URL).

Content labelling can be done by communicating private labels (as e.g. in PICS), or labels could be handled as metadata. What is required is a modality-independent mechanism for transmission of content metadata, underlying a set of industry-standard vocabularies for the description of content profiles. It should be possible for this metadata to "ride along" with content responses (xHTML for example) in such a way that intermediary components can make decisions based on identity characteristics whether or not to allow access to particular pieces of content. Models for this type of effort are the Dublin Core and PRISM groups which have produced metadata vocabularies for specific industries.

One way of doing this is to use RDF. In that case, there is a need to develop standard RDF-based vocabularies to cover content topics which meet the needs of the various industries involved and are ideally not IPR-encumbered.
A standard trust model may also need to be devised to validate the origin of metadata associated with particular content. This model could involve a self-regulated approach (such as TRUSTe) but in order to facilitate embedding and verification in Web Services (machine to machine) communication may require machine-verifiable tokens (X.509 certificates, for example) that could be used to sign metadata profiles.

Further, an advocacy effort (similar to the advocacy effort underway to promote web accessibility) should be undertaken to promote deployment and use of these technologies throughout the content value chain.

Industry wide (i.e. Operator, Content Provider, Manufacturer, etc) standardisation of these mechanisms is seen to be essential. 
8. Content Privacy

Content can in the main be either solicited, based on requests from the user; or it can be unsolicited, e.g. pushed content (which may be solicited through the receivers profile, but not directly requested). Note that it is the content which is solicited or unsolicited. The underlying protocol may be orthogonal to this. Screening of solicited content may be done along two dimensions: Based on whether it is appropriate, or whether it is malicious. The same goes for unsolicited content, but since there is no request that can be used to verify whether the content is appropriate, this implies that there is a set of rules which are independent of the request and can be used to determine whether unsolicited content is appropriate. 

Screening is however not a matter only for inbound communications (responses to requests, inbound messages), but also on outbound communications (requests, outbound messages). 

This screening can take various forms, e.g. anonymization, addition, etc. Anonymization is a way of preserving privacy. Anonymity is, however, almost never 100%. If a log file, database or other set of data contains X entries, the following two aspects are to be considered:

For each individual: How much effort is required to identify the person? 
For the entire group: How many of the entries can be tied to an identifiable person, where identifiable is defined by the level set by the previous question? 

The answer to the two questions above determines the level of anonymity of the file or database. If a log file or database is anonymized to close to 100%, it is not personal data, and thus, privacy-related legislation does not apply. 

Then, the question is HOW CLOSE TO 100% do we need to be in order to consider the set of data to be anonymized from a legal perspective? The answer, unfortunately, is: It depends on the country.

This content screening would use privacy preferences, as well as preferences for QoS and other preferences. These could include e.g. security, file size, payment, etc. It is possible that there may be a need for a general preference handling system, and that privacy may be a special case of this. This implies that special care has to be taken when designing any system which logs user actions. 

Any standardization action will need to take privacy aspects (i.e. as expressed in the OMA privacy requirements) into account. 

*********************** END OF CHANGE #1******************************

**********************CHANGE #2 ****************************************

9. Recommendations to the TP

9.1 Recommendation 1 – OMA Content Screening Model

The development of an OMA Content Screening Model will assist in identifying the requirement for standards development and illustrate how these standards could be used in the context an overall system.  The following aspects are proposed for further study within OMA:

· physical architecture of the overall system relating to content screening – showing the possible locations of screening functionality;

· mechanisms for the application of content screening criteria:

· content rating

· identifying potentially malicious content

· identifying potentially unsuitable content

· content labelling (associating rating/malicious identification with the content)

· content classification (as appropriate or inappropriate for individuals or groups)

· roles involved in the screening process.
9.2 Recommendation 2 – Mechanisms for Screening Content

These include the means (processes and criteria) by which content is rated and screened for malicious content.  Standardisation may be required for:

Rating content and the various parameters which need to be used to describe it. Examples parameters are:

· Degree of Sexual Content

· Violence

· Religious

· Cultural

· Assessing if content is potentially malicious (eg contains viruses, may cause specific user equipment or system wide disruption).

The type of content is expected to have a significant impact upon the mechanisms used for performing the screening operation.  For example, still images can be pre-rated (in advance of them being made available) whilst live video presents a significant challenge.

9.3 Recommendation 3 – Content Labelling

This represents the means by which Rating/Malicious information can be associated with specific content.  Possible mechanisms include:

The attachment of additional data to the original content;

The use of Rating/Malicious information as part of the description or location of the original content (eg as part of a URL).

Industry wide (i.e. Operator, Content Provider etc) Standardisation of these mechanisms is seen to be essential.
9.4 Recommendation 4 – User Profile/Preferences
The creation and management of the User Profile, which contains the pre-defined User Preferences. This will include User sensitivities (age related, religious etc) and information regarding the user’s terminal equipment (for malicious content screening). We may want to separate these two – a User Profile and user equipment profile?. This work needs to take into account the UAPROF work in BAC, as well as other applicable work. 

9.5 Recommendation 5  – Content Screening
Comparing the Content Label with the user’s profile……..This represents the act of screening – and relates to the identification of the screening functions and their physical location etc. The question is how systems which conduct this screening are actually designed. 

*******************END OF CHANGE #2**********************

*******************CHANGE #3**************************

	21
	Screening of content based on user preferences
	Content is screened based on a user profile registered with the Service Provider and/or Content provider; this is compared to either the content itself, or a label denoting the type of the content. 


*******************************End of Change #3***************************

4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

The CSBOF is recommended to dispose of this document as follows:

Change #1: To replace Ericsson and O2 input in section 3.2

Change #2: To be inserted in section 7

Change #3: To be inserted in the table in section 3.1
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