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1. Background

The growing availability of mobile content and increasing complexity of the mobile environment have created  the possibility of mobile users being exposed to malicious, inappropriate and unsolicited content. The mobile industry has recognized this problem and proposed to analyze content screening related issues within OMA.

2. BoF Objectives

The objectives of the Content Screening BoF are:

· Provide a form for gathering inputs and analyzing interests within the scope approved by TP

· Create recommendations for future work in OMA in this area

· Identify relevant OMA and non-OMA enablers and activities related to content screening

3. Scope of Content Screening

This section provides a list of uses cases for content screening, and how contents can be classified into various categories, and proposes a client-side content screening enabler.

3.1 Use Cases

	#
	Use Case
	Description/Example

	1
	Deceptive code that tricks users
	Malicious content that tricks user into calling emergency or premium service number.

	2
	Code that steals user’s data
	A user downloaded application that exploits security vulnerability in the data management area.

	3
	Multimedia data that crashes phone 
	Malformed data that causes various problems with decoders.

	4
	SPAMs containing adult content
	Minors inadvertently exposed to adult content.

	5
	Denial of local service attack
	A user downloaded application that drains system resources using legitimate instructions.

	6
	User receives unwanted calls
	Calls from:

· tele-marketers

· people responding to forged SMS messages

· people responding to a bogus ad on a newspaper or website

	7
	One Ring Spammer
	· Spammer rings once and leaves number in the received calls list.

· Innocent user wondering who had called dials the number.

· The numbers are usually to premium service numbers.

	8
	User sends SPAMs to other users
	Sending SPAMs to other users by executing a malicious application that sends SPAMs discretely.

	9
	Buggy software that degrades service
	A buggy networked software that triggers unnecessary connections to its central server, degrading the response time

	10
	Malicious content entering locally
	Malicious content inserted via removable media

	11
	Malicious content entering wirelessly
	Your friend sends a cool music clip (but virus infected) via WI-FI, IrDA, Bluetooth, etc.

	12
	Malicious content entering globally
	Malicious content and DoS attack while in roaming mode.

	13
	Theft via Bluetooth
	Bug in the Bluetooth implementation allows malicious hacker to bluesnarf personal data stored on phones without the person knowing,

	14
	Peer to peer communication
	· Illegal activities conducted via P2P clients w/o server intervention.

· Security vulnerabilities in network-visible programs.

	15
	Content Screening for the Enterprise
	Employers concerned about their employees using company issued phones to access non-work related numbers or services.

	16
	Phones with e-Payment feature
	· Malicious content that attacks security vulnerability on phones with electronic payment feature.

· Damage may not be limited to mere nuisance or pranks anymore.

	17
	Spyware, the fuzzy area
	· Malicious software that “supposedly” obtained user authorization.

· Malicious software that “discretely” extract user’s data.

	18
	End to end communication
	End-to-end communication difficult, if not impossible, to analyze and screen by intermediate proxy or gateway servers. 

For example:  VPN, SSL, WTLS, etc.

	19
	Screening of encapsulated data
	Encapsulated content are difficult, if not inefficient, to analyze and screen by intermediate servers until they reach end-user’s terminal.

For example:  archive files, encrypted files, password protected services, etc.

	20
	Unsolicited messages from operators and service providers
	The so-called “genuinely useful messages” sent by operators and/or service providers may themselves be considered as SPAM for users.

For example:  welcome messages in roaming mode, new product or service announcements from mail service provider, messages that bypasses SSCS, etc.

	21
	Adult content reaching minors 
	Adult content (eg pictures, text) is delivered contrary to user preference.


Table 3‑1  Use Cases

3.2 Content Classification

The development of a role model could assist in identifying the relationships between the different organisations and individual responsibilities within the overall screening process, with a view to facilitating the development of specifications.  Specific examples of roles could include:

· The End User;

· The Guardian (the entity responsible for setting the End User acceptable rating parameters – could be a Parent, Operator, School, Enterprise, or other party);

· Operator or Service Provider;

· Content Provider;

· Content “Screener” – the entity that determines content rating and malicious content.

These roles are not exclusive and more than one role can be performed by a single organisation. Note that the role model is intended to facilitate the development of specifications and should not (cannot!) be in any way standardised. 

The physical architecture comprises the principal components of an overall system, and could include:

· SIM

· User Equipment/Software Operating Environment (eg Java)

· Access Network (providing transport and access to the operator’s infrastructure)

· Other types of access to the UE (WLAN, Bluetooth, Memory card etc)

· Content Platforms (provided by the Operator or by 3rd Party under Operator Control)

· Internet or other interconnection network
3.2.1 Malicious versus benign content

One of the basic assumptions regarding the mobile ecosystem in which OMA acts is that traffic has a cost. This is true in all cases, even in unregulated environments (such as WLANs), but the cost may not be apparent as the user is not charged per traffic volume. However, if the traffic volume increases to such an extent that all capacity in a cell is taken up with undesired traffic, there will be an extra cost for the user, in terms of wasted time and decreased convenience; and a monetary cost for the operator of the network. This demonstrates an important motivation for content screening. 

Content can be malicious in itself, by causing damage in the user environment (i.e. the terminal), or it can be put to malicious use, e.g. to create excessive traffic (e.g. spam or denial-of-service attacks). Content can either be intentionally malicious (e.g. viruses), or it can be unintentionally malicious (buggy software which breaks terminals). It can also be morally offensive to the End User or Subscriber. Where screening of these are implemented is not discussed in this section, indeed various options are possible, depending on the constraints on the system. 

3.2.2 Desired versus undesired content

The Subscriber may want to protect the End User from undesired content. This provides a moral dimension to content screening. Each End User must be entitled to his own standards, which must be respected. The policies for screening content for the End User role are set by the Subscriber role. These may be enacted by the same actor, or another actor may be the Subscriber (e.g. a parent or an enterprise). 

The function of the Warden role is to prevent someone else from accessing the content (e.g. a child using the same terminal; an employee of a company; or the Guardian who wants to protect Subscribers from unlawful content). It is also notable that prevention for others (i.e. determining what is appropriate in the Guardian role) may comprise companies determining permissible content for their employees. Employment contracts may enable the employer to implement and enforce policies which constrain content which can be viewed using company resources. 
In environments where the user is charged for the traffic he generates, receiving undesired content is a significant problem, if you have to pay for it. This may make content inappropriate. Volume may occur through the transmission of frequent, small files; or less frequent, larger ones. Of course, frequent transmission of large files will be an even more significant generator of traffic volume. 

A problem in this case will be charging for advertising. It is very likely that the user will not accept being charged for downloading advertising he has not ordered. Advertising can, however, be filtered based on the receiver interest. 

Protection of minors is one of the most powerful incentives for screening. However, the parameters for such screening must be possible to set by parents, since they are responsible for their children. What is perceived as permissible in one culture might be considered impermissible in others. 

3.2.3 Mechanism for content screening

The knowledge of whether content is suitable and benign affords the creation of mechanisms by which screened content is deemed to be appropriate for an end user, or group of end users.  The process will need to determine if the content is:

· Malicious – including screening relevant for the user equipment to avoid incorrect user equipment and/or system wide behaviour;

· Unsuitable –comparing the content against the sensitivities of individual or groups.

Various ways can be used for the actual screening of the content. In any case, the End User and/or the Guardian must register a profile stating his or her preferences; and there must be a means to compare the profile with the content. In case the content is in clear text, this can be done by analyzing the content; but in cases when the content is encrypted, there is a need to provide some means of showing what the file contains. 

One way of doing this is Content Labelling. Content Labelling represents the means by which rating information can be associated with specific content.  Possible mechanisms include:

· The attachment of additional data to the original content;

· The use of Rating information as part of the description or location of the original content (eg as metadata or part of a URL).

Content labelling can be done by communicating private labels (as e.g. in PICS), or labels could be handled as metadata. What is required is a modality-independent mechanism for transmission of content metadata, underlying a set of industry-standard vocabularies for the description of content profiles. It should be possible for this metadata to "ride along" with content responses (xHTML for example) in such a way that intermediary components can make decisions based on identity characteristics whether or not to allow access to particular pieces of content. Models for this type of effort are the Dublin Core and PRISM groups which have produced metadata vocabularies for specific industries.

One way of doing this is to use RDF. In that case, there is a need to develop standard RDF-based vocabularies to cover content topics which meet the needs of the various industries involved and are ideally not IPR-encumbered.
A standard trust model may also need to be devised to validate the origin of metadata associated with particular content. This model could involve a self-regulated approach (such as TRUSTe) but in order to facilitate embedding and verification in Web Services (machine to machine) communication may require machine-verifiable tokens (X.509 certificates, for example) that could be used to sign metadata profiles.

Further, an advocacy effort (similar to the advocacy effort underway to promote web accessibility) should be undertaken to promote deployment and use of these technologies throughout the content value chain.

Industry wide (i.e. Operator, Content Provider, Manufacturer, etc) standardisation of these mechanisms is seen to be essential. 
3.3 How to Screen Content

The use cases illustrated in section 3.3.1 are analyzed using a server-side and a client-side content screening approaches, and advantages and disadvantages of both content screen methods are described in this section. Client Side Unified Content Scanning Enabler is described as a client-side enabler.
3.3.1 Analysis of Use Cases
	#
	Use Case
	Server side content screening
	Client side content screening

	
	
	Advantage
	Disadvantage
	Advantage
	Disadvantage

	1
	Malicious content that tricks user into calling specific number
	· Can screen content from being delivered to the user

· Unlimited amount of phone numbers under surveillance 


	· Can screen or warn after user places the call

· Content may still get delivered to the user 


	· Can screen or warn before making the call

· Can screen content even if it’s delivered to the user


	· Limited in amount of phone numbers it can keep track of



	2
	Malicious content that exploits security vulnerability to steal user data
	· Can screen content from being delivered to the user 


	· Content may still get delivered to the user 


	· Can screen content even if it’s delivered to the user


	· Limited in amount of malicious content it can detect or allow



	3
	Malformed data that causes various problems with decoders

Malformed data that causes various problems with decoders
	· Can screen content from being delivered to the user


	· Severe performance penalty

· May penalize other users who can view the content


	· Can be analyzed prior to decoding


	· Cannot screen until content is downloaded



	4
	SPAMs containing adult content
	· Can screen content from being delivered to the user


	· Content may still get delivered to the user 


	· Can screen content even if it’s delivered to the user


	· Limited in amount of malicious content it can detect or allow



	5
	Malicious content that drains system resources using legitimate instructions
	N/A


	· Difficult to analyze


	· Can screen by detecting instruction code patterns


	

	6
	Thwarting unwanted calls from tele-marketers and people responding to bogus message
	· Can keep track of unlimited phone numbers


	· May have legal obstacles


	· Can screen or warn before receiving the call


	· Limited in amount of phone numbers it can keep track of



	7
	One ring spammers who leaves number in the received calls list
	· Can keep track of unlimited phone numbers


	· May have legal obstacles


	· Can screen or warn before making the call


	· Limited in amount of phone numbers it can keep track of



	8
	User sends SPAMs to other users by executing a malicious application
	· Can screen content from being delivered to the user 


	· Content may still get delivered to the user 


	· Can screen or warn before sending out the SPAM


	· Limited in amount of malicious content it can detect or allow



	9
	Buggy network software that triggers DOS attack to a specific server
	· Can screen content from being delivered to the user


	· Content may still get delivered to the user 

· Server may not function properly under DOS attack


	· Can screen or warn suspicious network activity


	

	10
	Malicious content inserted via removable media
	
	· Impossible to screen


	· Can screen when inserted


	

	11
	Malicious content entering wirelessly
	
	· Impossible to screen


	· Can screen when entered


	· Difficult to handle DOS attacks



	12
	Malicious content entering while in roaming mode
	
	· Difficult to screen

· Need operator assistance


	· Can screen when entered


	· Difficult to handle DOS attacks



	13
	Theft via Bluetooth
	
	· Impossible to screen


	· Can screen messages when entered


	· Difficult to handle DOS attacks



	14
	Illegal activities conducted via P2P clients
	
	· Difficult to screen


	· Can screen by analyzing content


	· Difficult when content needs analysis



	15
	Content screening for enterprise or employers wishing to screen content accessible by their employees
	· Unlimited number of sites it can keep track of


	· Can screen only after user requests access


	· Can screen before making the connection


	· Limited in number of sites it can maintain for allowing or disallowing users



	16
	Malicious content that attacks security vulnerability on phones with electronic payment feature
	· Can screen content from being delivered to the user


	· Content may still get delivered to the user 


	· Can screen when delivered


	· Cannot screen until it is delivered



	17
	Spyware that “supposedly” obtained user authorization for “discretely” extracting user data
	· Can screen content from being delivered to the user 


	· Content may still get delivered to the user 


	· Can warn user for suspicious activity


	· Cannot screen until it is delivered



	18
	Screening content delivered via end to end communication
	
	· Difficult or impossible to screen


	· Can be analyzed and screened after decoding


	· Cannot screen until it is delivered



	19
	Screening encapsulated data
	
	· Difficult to screen

· Severe performance penalty


	· Can be analyzed and screened after decoding


	· Cannot screen until it is delivered



	20
	Unsolicited messages from operators and service providers
	
	· Impossible to screen


	· Can screen when delivered


	· Cannot screen until it is delivered



	21
	Adult content reaching minors
	· Content can be blocked before delivery.

· User preference is managed centrally 

· Applicable to any terminals

· Can be screened once for group of users
	· Server needs to manage individual user preference per request

· Parent must call operator to change preference

· Increased server complexity


	· Client can manage the user’s preference

· Terminal can screen based on user’s preference delivered from operator
	· Content will be already delivered to the terminal

· Terminal can screen based on user’s preference delivered from operator




Table 3‑2  Use Case Analysis

3.3.2  Client Side Unified Content Scanning Enabler (UCSE)

Unified approach to content screening provides:

· Single point of solution allowing screening of malware for all enablers related to end-user content delivery

· Newly discovered malware requires only single scanning rule

· Can support non-OMA enablers as well as OMA enablers
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Figure 3‑1  Client Side Unified Scanning Approach

3.3.2.1 UCSE Key Properties

3.3.2.1.1 Scanning

· An OMA enabler (or non-OMA enabler) shall be able to pass a pointer to the data to UCSE to be scanned, accompanied by Content Type info

· Content Type info may be used for assisting scanning

· UCSE shall return result of scanning to the calling enabler

· Scanned result shall include Found/Not-Found response and Severity Level of the data

· Found means data was found to be an Unwanted data (Unwanted data is defined by Scanning Rules)

· Severity Level may be used for assisting the enabler to determine appropriate action

· The enabler shall perform screening based on the result from UCSE

3.3.2.1.2 Scanning Rules

· UCSE shall have a reference to a set of scanning rules

4. Related Activities

Some of the groups and organisations handling content protection and similar activities are listed as below: As mentioned, by no means, this is an exhausted list, and therefore more work is needed. 

4.1 Within OMA

The CSBoF is not aware of related activities in OMA.

4.2 In other Standard bodies

4.2.1 W3C

PICS, Platform for Internet Content Selection, is based on “Labeling” and “Rating System” such as ICRA-Internet Content Rating Association and SafeSurf. W3C has been developing technical specifications to increase user control of the content. By attaching a voluntary "Content Label" to one's web site, administrators can alert users about the nature of the site's content. Content Labels might indicate the presence of nudity or representations of violence on a site and are intended to empower users to filter unwanted content from online searches. In order for label-based system to server its intended function, it is important that assessment criteria be articulated and public awareness of filtering be raised. 

4.2.2 3GPP2 

3GPP2 has recently begun specifying Stage 1 requirements for a Network Firewall Configuration and Control (NFCC) feature (see [NFCC] for details).  The primary goal of NFCC is to employ firewalls to protect the mobile device from unnecessary air interface usage that results from unsolicited IP packets.  NFCC will also prevent the propagation of worm programs that exploit network-layer vulnerability.  In NFCC, the firewalls are located in the wireless operator’s IP core network instead of on the mobile device so that unsolicited packets can be intercepted before they reach the mobile device and unnecessarily consume air interface resources (unsolicited packets can also reactivate a dormant network connection and drain battery power; this is also prevented by NFCC).

NFCC is aimed at providing a configurable, scalable, network-based firewall solution based on the mobile device’s subscription, not its IP address.  Standardization of firewall configuration information per subscriber enables firewall settings to be accessed while the subscriber is roaming.  NFCC allows the wireless operator and the subscriber to select the desired degree of firewall protection and enable packets associated with predefined Push services to pass through the firewall.

Reference: 

ftp.3gpp2.org/TSGS/Working/TSG-S_2004/TSG-S_2004-03-Vancouver/WG1%20Requirements/S10-20040315-006A__(QC-RIM)_%20NFCC%20Draft%20Stage%201.doc
4.2.3 TV-Anytime

TV-Anytime Forum is developing open specifications for interoperable and integrated systems that will allow consumer electronics manufacturers, content creators, telecommunications companies, broadcasters and other service providers to most effectively utilize high-volume digital storage in consumer devices.

Metadata group is developing TV-Anytime Metadata specification that specifies the descriptors for describing content. This allows describing segmented content. Segmentation Metadata is used to edit content for partial recording and non-linear viewing. In this case, metadata is used to navigate within a piece of segmented content. This is the information that the consumer, or intelligent agents, will use to search and select content available from a variety of internal and external sources. Another important set of metadata consists of describing user preferences, representing user consumption habits, and defining other information (e.g. demographics models) for targeting a specific audience.

Metadata spec for Phase 1 has been completed and is part of the Phase 1 TV-Anytime spec announced by ETSI under the spec number, ETSI TS 102 822 - Broadcast and On-line Services. This specification describes the guidelines for search, select and rightful use of content on personal storage systems. This marks the end of Phase 1 and the Forum moves from Development mode to Deployment mode for Phase 1 work. Meanwhile, work has begun on the next stage of TV-Anytime specification development (TVA Phase 2), which will address more advanced features of multimedia content management and personal storage. 
For the purpose of interoperability, the TV-Anytime Forum has adopted XML as the common representation format for metadata. XML offers many advantages: it allows for extensibility, supports the separation of data from the application, and is widely used. XML schema is mainly used to represent the data model. TV-Anytime descriptions may however be instantiated in a format other than textual. TV-Anytime has described some of these mechanisms such as binary encoding in PART B of this specification, 5.1 Use of MPEG-7.

4.3 Legislative and Regulatory/Self-Regulatory Group Activities

4.3.1 Activity in Europe

There are several European initiatives to rate content specific television content and Games. The mechanism use pictograms to quickly identify the type of content in printed media. Most mechanism can be adapted to per country applicable cultural aspects without changing the mechanism itself.

4.3.1.1 PEGI - Pan European Game Information

The PEGI system was developed and based on existing systems in Europe. In the drafting of the PEGI assessment form and the shaping of the system organization, society representatives such as consumers, parents and religious groups have been largely involved. PEGI has been designed to meet varying cultural standards and attitudes across the participating countries. Member States and is supported by the majority of relevant Member State Government Agencies and all interactive leisure software trade organizations in Europe.

The PEGI system is a voluntary system in which the ratings are carried out by members of the game industry itself. This takes place by means of a self assessment form. After examining a game, the in-house coder uses an intranet to answer a number of questions, after which the rating of the game will be given automatically. For each content category an age is established, based on the answers on the assessment form.

Ratings proposed by publishers are then checked by NICAM. All 16+ or 18+ ratings are checked before a rating is granted. All 12+ and samples of 3+ and 7+ ratings are checked after a rating has been granted. At the end of the process, products concerned are granted by NICAM, on behalf of ISFE, a license to use a specific logo and possibly descriptors as well.

Source: http://www.pegi.info/rating.jsp
4.3.1.2 Kijkwijzer - content rating mechanism for Television broadcast

This system is active in the Netherlands developed by NICAM. Nicam is a non profit organization, The mechanisms developed by Nicam are also used in PEGI and some other European countries are looking into implementation. Same as with PEGI pictograms are used to quickly identify type of content. 

Source: http://www.kijkwijzer.nl/engels/ekijkwijzer.html
A European funded research on self regulation and content rating can be found on: http://www.selfregulation.info

4.3.2 The Internet Content Rating Association
The Internet Content Rating Association is an international, independent organization that empowers the public, especially parents, to make informed decisions about electronic media by means of the open and objective labeling of content. 

Reference: http://www.icra.org
4.4 Industry-wide Activities

Since Content Screening of mobile content is a fairly recent requirement, industry activities in this space are still in its infancy. Based on the recent activities we believe that the following existing PC/internet based technologies will be most relevant to Mobile Content Screening:

· Client Anti-Virus Technologies

· Gateway Anti-Virus Technologies

· Proxy based content inspecting firewalls

· Internet Access Control technologies

· Layer 4 – 7 switching and analysis technologies

· E-Mail content analysis technologies

· E-Mail SPAM control technologies
5. Possible New Content-Screening Work in OMA

5.1 Client-Side Unified Content Screening Framework

A solution for content screening is urgently needed to thwart the growing threat from malicious, inappropriate, and other unsolicited content encountered in the mobile environment.  Content screening can be achieved on server side and client-side.  For client-side content screening, unified content screening approach is preferred.

In order to meet urgent demand for a client-side solution, leveraging existing PC based screening technology is recommended.  In the PC environment, anti-virus scanning technology is widely used for client-side content screening.  Existing PC based anti-virus scanning technology has a proven track record with an intensive surveillance & response system in operation 24 hours a day, 365 days a year.

In order to realize unified content screening on the client by introducing the anti-virus scanning technology, a framework is needed and OMA should specify it.  The framework shall specify interfaces which consistently interface between OMA/non-OMA enablers and the content scanning functionality.  The framework shall also specify how such enablers interact with the content scanning functionality through the interfaces.

An OMA-specified framework with interfaces will facilitate the introduction of anti-virus scanning technology into the mobile industry, providing a timely solution to meet urgent market demands.

5.1.1 An OMA framework is needed to leverage existing technology to the full extent

The reasons are as follows:

· Specialized knowledge and expertise are required for screening content, detecting viruses, and creating rapid interfaced countermeasures (e.g. screening rules and vaccines)

· It is difficult to standardize such technologies in OMA as core technologies related to such tasks are not disclosed

· It is also an area where practical aspects, such as 24 hour operation of surveillance & response system, play an important role to the overall success of content screening

· Leveraging existing client-side technology for mobile terminals will enable rapid interfaced deployment

“Existing client-side technology” denotes as follows:

· Client-side technologies that have already been established by third party entity and/or vendors

· Client-side content screening technology for PCs

· Client-side screening rule update and delivery technology for PCs

· Management of update and delivery of screening rules and virus detection logs

· 24 hour surveillance & response technology by third party entity

· Vaccine creation technology

5.1.2 Client-Side Unified Content Screening Framework


[image: image2.emf]non-OMA 

enabler

OMA Enabler

OMA Enabler

Messaging

Browser

(1) Scan Engine

(2) Scanning 

Rules and Updating

(3) Interfaces

Mobile Terminal

Unified Content 

Scanning Functionality

Incoming 

Content

Outgoing 

Content

User Interaction

non-OMA 

enabler

OMA Enabler

OMA Enabler

Messaging

Browser

(1) Scan Engine

(2) Scanning 

Rules and Updating

(3) Interfaces

Mobile Terminal

Unified Content 

Scanning Functionality

Incoming 

Content

Outgoing 

Content

User Interaction


Figure 5‑1  Client-Side Unified Content Screening Framework Overview

5.1.2.1 Scan Engine

Descriptions

· Technology for configurable, rule-based scanning of target content 

· High-performance, compact engine optimized for mobile terminals

Existing Technologies

· Detection of content classifications and labels

· “Black-listing” of known-undesirable content and sources

· “White-listing” of known-desirable content and sources

· Detection of keywords in user-visible content

· Detection of viruses, worms and malicious software

Why Scan Engine should be out of scope:

· Proprietary Scan Engines have already been developed and commercialized by various third-party vendors for PC market

· Each vendor may require optimizing its PC based engines for mobile terminals

· No standards established for such engines

· Clear benefit from sharing the technologies with PC’s

· Leverage existing and forthcoming screening rules for PC’s

· Address similar problems of PC’s and mobile terminals

· Prevent cross platform (mobile phones to PC’s) outbreak of malicious content

· Existing screening rules

· Impossible to use a common screening rule format because formats used by various third-party vendors are different from one other

· Scan engine mechanism should remain proprietary to foster innovation and competition

· It is too difficult to generate an OMA specification that results in a high performance light-weight engine anyway ….

5.1.2.2 Scanning Rules and Updating

Descriptions

· Rules for detecting various problematic content

· Scanning customizable, subject to user preference and device profile

· Customization achieved either by delivering customized rules or applying preference to generic rule “recipes”

· Scanning rules updated by a delivery mechanism

· Scalable to deliver updates in a very short span of time to combat outbreaks of newly discovered viruses and worms

Existing Technologies

Scanning Rules

· Detecting various combinations of malware patterns

· Customized updates and additions possible

· Vast amount of detection rules and vaccines accumulated over the last twenty years from PC viruses 

· Established 24/7 network of virus collection system

· Vaccine creation and management system

Updating

· Various types of updating mechanisms

· Push or pull updates, scheduled updates, and other automated update delivery functions

· Backing up system and human resource to rapidly generate and deliver screening rules

· Update of the engine itself (to deliver code that are optimized for commonly used screening rules)

· Update and delivery system already built and in operation by specialized vendors

Why Scanning Rules and Updating should be out of scope:

Scanning Rules

· Each specialized vendor has different specifications & formats, and in principle does not disclose the details

· If scanning rules are standardized, security can be compromised since a third party can reverse engineer and circumvent them

· A different format from those used by specialized vendors will make it difficult to leverage their existing and forthcoming preventive measures (countermeasures difficult to achieve)

· Difficult to leverage vaccine generation know-how and generation tools 

· Difficult to operate without leveraging existing systems

Updating

· Proprietary scanning rule delivery mechanism already established and in operation by each vendor

· Need to deliver updates for each proprietary engine 

· Proprietary security mechanisms already adopted per delivery methods used by each vendor

· OMA standardization difficult because of various special technology already established in the industry

5.1.2.3 Interfaces

Descriptions

· Platform (execution environment) independent interfaces

· A small set of interfaces that are highly portable and efficient on mobile terminals

· Interfaces that are generic enough to be useable for a long time

· Provide consistent accessibility to the scanning functionality from each OMA/non-OMA enabler

· Decouple the scanning functionality from the OMA/non-OMA enablers to facilitate evolution of screening technology while minimizing impact on the OMA/non-OMA enablers

Existing Technologies

· A large, varied set of general-purpose interfaces for PC platform

· Uses system hooks specialized for de-facto PC platform

Why OMA should specify interfaces:

· Accelerate and facilitate importation of PC based screening technologies (that have proven track record) to the mobile environment

· Standardized interfaces needed to deal with a variety of platforms in use on mobile terminals

· Cf. A de-facto PC platform in existence

· Realize compatibility among different vendors

· An enabler supplier A vs. different engine suppliers X and Y

· An engine supplier X vs. different enabler suppliers A and B
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Figure 5‑2  Sample Usage of Interfaces

5.1.2.4 Advantages of OMA Standardized Interfaces

For operators, OMA interfaces...
· Increase flexibility when requesting functional requirements to mobile terminal manufacturers

· Facilitate procurement of content screening enabled mobile terminals 

· Decouple the scanning functionality from OMA/non OMA enablers, hence enable operators to select the most suitable scanning functionality and vendor 

· Reduce development time and cost of content screening enabled mobile terminals 

· Accelerate deployment of content screening enabled mobile terminals

For Mobile Terminal Manufacturers, OMA interfaces...

· Once implemented, facilitate integration of other third party engines (since interfaces minimize impact on OMA/non OMA enablers)

· Reduce development cost and time of content screening enabled mobile terminals

· Enable better licensing proposition in a multi-vendor environment (not bound to one particular engine)

· Enable to select an engine vendor that best meets mobile terminal requirements at the time of consideration

· Increase flexibility in meeting specific engine requirements set forth by the operators

· Facilitate porting task by third-parties, thereby minimize development impact of integrating screening engine on mobile terminals

· Realize flexibility in integrating content scanning functionality

· Facilitate integration of OMA/non OMA enablers independent of scan engine

· Facilitate integration of scan engine independent of OMA/non OMA enablers

· Decouple scanning functionality from product development, preventing technical contamination

· Enable development without being exposed to a particular technology used by a third-party engine vendor

· Do not necessitate technology isolation when multiple vendor enablers and engine are integrated

· Enable mobile terminal development without disclosing technical details to a third-party engine vendor

· Help protect new product information, IPR, and know-how from being leaked

For specialized engine vendors, OMA interfaces...

· Accelerate and facilitate penetration into mobile terminal market 

· Improve portability (and thereby reduce development time and cost)

· When not standardized, customization for various environments is needed

For enabler suppliers, OMA interfaces...

· Reduce development time and cost for other mobile terminals once the interfaces are supported in their enablers

· Insure consistent access to scanning engine from an enabler through interfaces and increase code reusability

As such, OMA should specify a framework and interfaces for client-side unified content screening so that existing technology can be leveraged and utilized in the mobile environment.

6. Key Issues in Operational Aspect
6.1 Content Privacy

Content can in the main be either solicited, based on requests from the user; or it can be unsolicited, e.g. pushed content (which may be solicited through the receiver’s profile, but not directly requested). Note that it is the content which is solicited or unsolicited. The underlying protocol may be orthogonal to this. Screening of solicited content may be done along two dimensions: Based on whether it is appropriate, or whether it is malicious. The same goes for unsolicited content, but since there is no request that can be used to verify whether the content is appropriate, this implies that there is a set of rules which are independent of the request and can be used to determine whether unsolicited content is appropriate. 

Screening is however not a matter only for inbound communications (responses to requests, inbound messages), but also on outbound communications (requests, outbound messages). 

This screening can take various forms, e.g. anonymization, addition, etc. Anonymization is a way of preserving privacy. Anonymity is, however, almost never 100%. If a log file, database or other set of data contains X entries, the following two aspects are to be considered:

1) For each individual: How much effort is required to identify the person? 

2) For the entire group: How many of the entries can be tied to an identifiable person, where identifiable is defined by the level set by the previous question? 

The answer to the two questions above determines the level of anonymity of the file or database. If a log file or database is anonymized to close to 100%, it is not personal data, and thus, privacy-related legislation does not apply. 

Then, the question is HOW CLOSE TO 100% do we need to be in order to consider the set of data to be anonymized from a legal perspective? The answer, unfortunately, is: It depends on the country.

This content screening would use privacy preferences, as well as preferences for QoS and other preferences. These could include e.g. security, file size, payment, etc. It is possible that there may be a need for a general preference handling system, and that privacy may be a special case of this. This implies that special care has to be taken when designing any system which logs user actions. 

Any standardization action will need to take privacy aspects (i.e. as expressed in the OMA privacy requirements) into account. 

7. Recommendations to the TP

Table below provides overview of client-side and rating-based approaches to content screening and their applicability to OMA.

	Content
	Examples
	Applicability of Client-Side Content Screening
	Applicability of Rating-Based Content Screening

	Malicious
	Viruses, worms, software bugs, vulnerability exploits
	Yes
	N/A

	Unsolicited
	SPAM
	Partial
	Possible

	Inappropriate
	Adult content
	Probably not
	Yes


Table 7‑1  Applicability to OMA

7.1 Recommendation for Client-Side Content Screening

The CSBOF recommends interested members of OMA to specify a client-side content-screening framework where interfaces and interaction to OMA/non-OMA enablers are specified for utilizing unified content scanning functionality. The CSBOF recommends the interfaces to be extensible and neutral to execution environment while scanning and updating technologies to be out of scope.  This approach does not exclude the use of server-side solutions.

7.2 Recommendation for Rating-Based Content Screening
The CSBoF recommends interested members of OMA to investigate and determine requirements for OMA specifications relating to rating-based content screening.  The technical scope of this work should include:

· The further development of the overall concepts and terminology concerning rating-based content screening addressed within the CSBoF report and should include:

· The development of an overall OMA Rating-based Content Screening Framework;

· The relationship between Rating-based Client side and Network based Screening, and their appropriate usage;

· The relationship of OMA Rating-based Content Screening functionality with existing and future OMA enablers;

· The relationship of OMA with existing and planned industry wide developments, including the internet on rating-based content screening;

· The further development of Terms and Definitions required to describe Rating-based Content Screening; 

· The identification of Content Classification and Rating mechanisms upon which OMA specifications should be based (note – it is not anticipated that the OMA will need to specify Content Classification and Rating mechanisms);

· Content Labelling and the mechanisms to associate/convey Classification and Rating information with specific content;
· The use of the User Profile as a means of determining the suitability of content for specific users, based upon a comparison with the Content Label.

This OMA work will need to include the investigation of related work in other standardization and industry bodies, in order to avoid unnecessary duplication and/or conflict.  The need for formal liaison with those bodies is anticipated. 

7.3 Recommendation for status of CSBOF and its report
The CSBoF recommends that the TP:

· Approve this report; 

· Close the CSBoF;

· Publish the CSBoF report as a publicly available document; 

· Encourages OMA members to note the Recommendations in this report and use the OMA procedures to establish new Work Items as appropriate.
8. Terminology and Definition

8.1 Terminology Framework

The purpose of this section is to provide a structure for describing how content could be Classified, and to introduce some basic terminology that will assist future OMA studies.

The principal objective for screening content is to determine that content which is made available is suitable for use by an individual End User, or set of End Users, and is non-malicious.  

Content can be classified for individual End Users, or a set of End Users, as either:

Appropriate – content that is suitable and non-malicious;

Inappropriate – content that is unsuitable or malicious;

The screening criteria for determining the above are:

Malicious [Non-Malicious] – content that will have a detrimental impact upon User Equipment (UE) or overall mobile system.  This may be a specific instance of UE or a set of different UEs (examples include Viruses and content deliberately chosen to have a negative impact upon specific types of UE); 

Unsuitable [Suitable] – content that has been screened according to the Content  Rating and End User Content Screening Profile and deemed to contravene End User sensitivities and/or requirements.  The profile may include age, sexual, religious, and cultural sensitivities, as well as specific requirements regarding the forms of communication that are acceptable/unacceptable (e.g. SPAM, Unsolicited), Type of content (e.g. Premium Rated content, text, Picture, etc) and means of access (e.g. WLAN, Bluetooth, UE Memory card).  Note that the determination of the suitability of specific content will require a comparison of that content against a combination of End User sensitivities (e.g. age and sexual).  Content which is rated to be illegal (according to local laws) will by default be considered Unsuitable for all users.

Content can also be categorised according to other criteria which may have a significant impact upon the mechanisms adopted to screen it.  Specifically:

Type – the nature of the content which may be:

1) Media (Audio, Picture, Video or Text); or 

2) Executable (Script, Applet (e.g. Java) or Native).

The type of content may need to be an explicate criteria for determining whether it is Appropriate (e.g. screening against current UE capabilities) and screening live video content may present significant challenges.

Unsolicited [Solicited] – content that the End User has not requested as a result of a specific request or service subscription.

Scanning 

The actual operation of looking at the data to determine whether it is unwanted data and level of severity if it is found to be an unwanted data.

Screening

An enabler’s action to apply appropriate processing for the data that has been scanned.

Privacy has three aspects: personal, territorial and informational. In this context, personal privacy is about content filtering and other mechanisms to ensure that end users are not exposed to whatever violates their moral senses, while territorial privacy is about protecting the user’s property - e.g. the user equipment - from being invaded by undesired content, such as unsolicited SMS or email messages. Informational privacy is about data protection, and the user’s right to determine how, when and to what extent information about her is communicated to other parties, and the execution of this right might be based on her knowledge about what the other party’s intention is. These can be applied to determine what content is appropriate, e.g. in terms of personal communications.

Reference: Privacy Requirements for Mobile Services, OMA-RD_Privacy-v1_0-20031001-A




































































































( 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-ReqDoc-20030912]

.( 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document    

_1146507322.vsd

_1146507725.vsd

_1144077468.vsd

