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1. Reason for contribution

The proposal is a step towards defining an MMI architecture
2. Summary of Contribution

Following the suggestions of the BAC-MAE group at the February 2004 meeting, this proposal describes a use case scenario of multimodality, analyzes the requirements, the components and interfaces needed and proposes issues to be addressed on defining a roadmap towards an MMI architecture.

3. Scope

The scope of this proposal is to provide an architecture that supports MMI. The proposal in based on W3C defined components. The components needed in the clients and servers are identified as well as the necessary interfaces to support future MMI applications.

4. Introduction

This proposal builds on the W3C MMI Framework [http://www.w3.org/TR/mmi-framework/], with modifications where needed, discussing architectural components needed in order to satisfy the functional requirements for an OMA multimodal service solution. The architecture below is based on a use cases scenario, a “map request scenario” with directions “to go from this place to that place.  The use case is described and the components needed are analyzed. Based on this, we identify the components and interfaces needed to support the use case scenario. We hope that this will be a starting point on defining an MMI-architecture in OMA.

5. General architecture overview

The general architecture of the of an MMI system is shown in Figure 1
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Figure 1 General architecture overview (semi high level)
All these parts do not have to be available in a multimodal system. What parts must be present, their technical functionality and the implications they have on the system are described in the requirements section and they are application dependent. 

Explanations to the various parts:

· Input – These are the input modes that are available locally on the client e.g. keyboard, voice etc.

· Output – These are the output modes that are available on the client e.g. screen, sound, vibration etc.

· Interpretation – For every input modality there may exist an interpretation function locally on the client e.g. a speech recognition engine.

· Client State (System & Environment, capabilities, etc) – This is the System & Environment description and capabilities of the client

· Client Interaction manager – This is the function that manages the various input, both from user and from the profiles, combines them and performs appropriate actions.

· Protocol (EMMA?) – A protocol between the interpretations engines and the interaction manager should be defined. EMMA is the proposed solution from W3C. Input to the interaction manager may be in proprietary format.

· Styling – This part personalize the output according to user preferences and device capabilities. Preferable, the content is adapted before reaching the client but this part may style e.g. graphics such as fonts and colors and text to speech to be read with a certain voice etc.

· PS connection, http, EMMA etc. – This is the over the air connection. A protocol for communication between the Client Interaction Manager and the Server Interaction Manager must be defined. 

· Server State (System and Environment, capabilities, etc) – This is the System & Environment description and capabilities of the server.  This corresponds to the systems and environments part of W3C. The “state” in the client and the “state” in the server will not be the same

· Server Interaction manager – This is the remote function that manages the various input both from the client and from the existing remote modality-functionalities. 

· Protocol – A protocol for interaction between the Server Interaction Manager and remote modalities, remote functions must be defined.

· Remote modality-interpretation/functionality – These are the functionalities that may be needed for a multimodal application. This could be both modality input such as positioning or modality interpretation such as remote speech recognition, image processing/recognition, hand-writing interpretation, etc.

· PS connection, Events & Requests – This is basically the interface towards the web server, where interaction events and content requests are sent back and forth.

· Events, requests – There exist today methods to communicate with a web server, using events and requests etc.

· Web Server – This is where the application, the application logic and the relevant content reside. 

· The multimodal adaptation engine is responsible for adapting the content to the terminal capabilities and user requests. This can be located to either the multimodal server, either at the application server either being an external accessible engine (in which we need to standardize an interface)
6. “Map request” scenario

Following is a use case, describing a scenario where the user requests a map with directions “to go from this place to that place ”). This use case is mapped to the general architecture defined earlier. The orange boxes are not present or not used in this scenario.
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1. The user requests a map. Input can be in any provided modality.

2. The client interaction manager finds out from the application what modalities are needed to be communicated to the server interaction manager (for example positioning). In this example we assume that the terminal has no self- positioning capabilities (for example no GPS) 
3. The Client Interaction Manager communicates to the Server Interaction Manager  the available/disabled modalities (including positioning), preferences (preferred output mode, etc) etc., which are obtained from the client-state
4. The Server Interaction Manager checks in the Multimodal Server State whether a remote positioning service is available

5. The Server Interaction Manager receives that a remote positioning possibility exists (Positioning function).

6. The Server Interaction Manager checks in the Server State what functionalities can be offered and from where (i.e. reference to speech recognition engine, etc)

7.  The server interaction manager manages the input from the client and from the existing modality functionalities (of the server), and confirms with the client interaction manager its intentions (for example the output from the server could be: “did you say you want to go from Sodermalm  to Sollentuna?”).

8. After confirmation from the client (which can take more than one step), the server interaction manager accesses the web server, requesting a result that will be tailored to the client capabilities, modalities, etc. The web server produces the result, which is sent to the client interaction manager (through the server interaction manager) for presentation to the user.

In the above scenario (point 8) we can also consider the situation that the server interaction manager checks for events from the client interaction manager, that would signal changes in state, user activated or context activated (i.e. the user moves from outdoors  to indoors environment, from walking to driving state, etc). This can happen at any time during the session.

The multimodal server and the web server could be co-located, but this may not be the same.

6.1 Requirements

Clearly the above scenario requires that the MMI server has support for almost every possible modality. This is because the application has to work with every terminal (for example with terminals that don’t have GPS). Therefore the MMI server needs to be able to have access to client capabilities (this may requires extensions to UAProf) as well as to obtain positioning information (i.e. needs interfaces to a positioning server).

We believe that in this scenario, we need to provide standardized interfaces to:

· Protocol/interfaces to request positioning info to be provided to the MMI server by a positioning server

· Open interface towards any kind of modality, server-side and client-side. This is approached by e.g. EMMA.
· State (system and environment in W3C)

· Possible extensions to UAProf to include modality components 

· Interfaces between the various components (e.g. EMMA?). 

· Transmission of the MMI parameters from client to MMI server (Between Client Interaction Manager and Server Interaction Manager)

·  Quality of service implications, for example how often (and what latency is acceptable) should the client inform the server for changes in state? What are the implications in the service?  

·  Interface to the Multimodal adaptation engine?

· Sub setting of EMMA (see below)

· Sub setting of DOM and DOM events (see below)

· What codecs need to be supported for speech, audio, graphics, etc
· What modalities need to be supported? How do we make an architecture extensible to support future modalities?

· …
· …

· 
· 
7. 






· 
· 
8. What parts of W3C can be used and where?

In W3C there have been a lot of work carried out in order to create standards for interaction and presentation, such as XML, XML-based languages e.g. XHTML, SVG, SMIL, EMMA, document models such as the DOM, event models such as the DOM event model etc. etc. Already in the mobile environment, several of these standards have been embraced, such as XHTML, SMIL, SVG, DOM and XML in general. In many cases there have been an adaptation phase towards the mobile environment. In some cases such as with XHTML Mobile Profile, this work has been done outside W3C (namely in OMA) while in some cases such as with the SVG Mobile profiles, SVG Tiny and SVG Basic, this work has been done in the SVG working group inside W3C.  

8.1 Sub-setting of EMMA

A small description of an EMMA document [http://www.w3.org/TR/emma/#s3.1.3]:

<emma:emma emma:version="1.0"

 xmlns:emma="http://www.w3.org/2003/04/emma#"

 xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"> 

  <emma:one-of emma:id="r1">

    <emma:interpretation emma:id="int1">

      <origin>Boston</origin>

      <destination>Denver</destination>

      <date>03112003</date>

    </emma:interpretation>

    <emma:interpretation emma:id="int2">

      <origin>Austin</origin>

      <destination>Denver</destination>

      <date>03112003</date>

    </emma:interpretation>

  </emma:one-of>

</emma:emma>
This example provides annotations from an interpretation, which could be e.g. from a speech recognition engine. Two possible interpretations are given for the first field <origin>, namely Boston and Austin. This can be expanded with a confidence/accuracy level in the interpretation result.
The EMMA may be too heavy weight for a mobile architecture. If notations of interactions are to be sent between the various parts within a multimodal architecture, it makes sense to have a minimum profile with just the basic functionality. This work is currently discussed within the W3C MMI working group and the creation of a mobile profile of EMMA is preferable done in W3C and used as is, instead of creating this new profile within OMA.

This needs to be analyzed further.

8.2 Sub-setting of DOM and DOM events.

One key element in multimodal interaction is the creation of events.

Every input modality works under the assumption that it will react to events. A normal PC Web GUI such as an HTML-browser reacts to events for example in the form of mouse clicks and responds to this event. In the multimodal case, there will be events from every type of supported modality. This may be a key press, a voice input, a GPS input or a stylus touching the screen with a certain motion.

Another key element in multimodal applications is the data-model of each modality.

Every modality will present an interface towards the client. In the normal GUI you can see it. The notion of a voice interface is more abstract since you can’t see it, but it is still there. All these modalities need a data-model representing a waiting state and some rules for what to do when the interface/modality is used or acted upon. This goes hand in hand with an event model. In W3C, this data-model and the corresponding event model is standardised. It is called the DOM, the Document Object Model and has corresponding DOM events. 

However, the DOM was created with the PC market in mind and may be too heavy weight for a mobile scenario. This means that a sub-setting of the W3C DOM may be necessary. This work is currently discussed within the W3C MMI working group. The W3C is investigating the possibility to share common interfaces across modalities. As a note, it should be mentioned that such a work has been performed e.g. in the SVG working group for the mobile profiles.

Where should this work be done? Should OMA do this or the W3C? In OMA it is defined for OMA Browsing 1.1 and 1.2 what should be supported, what mark-up elements, what events etc.

9. Intellectual property rights considerations

To the best of our knowledge, there are no IPR associated to this contribution.

10. Recommendation

We propose to continue on detailing the components, interfaces and protocols based on the existing use cases and other ones with the purpose of defining an MMI architecture.
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