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1 Reason for Contribution

This input contribution provides a proposal for the specification of multi-modal and multi-device services, covering the underlying technology and the services aspects. 

2 Summary of Contribution

Multi-Modal and Multi-Device services for OMA are structured in this contribution into three layers. The service layer handles the application related issues and provides the content for the service. The underlying technology layer provides the multi-modal core components. The base network layer provides the network infrastructure between the particular components. 

3 Detailed Proposal

1. Scope

The scope of this document is to enable multi-modal and multi-devices services within the OMA architecture. Such services will create access to mobile services through different modalities (e.g. keypad, GUI, Voice, handwriting) or devices. 

The document provides a specification of the required underlying protocols and reference points, the user agent behaviours as well as selected service components. It addresses a broad variety of platforms like mobile phones, connected PDAs and mobile PCs.

2. Introduction

The focus of the telecommunication industry is moving from the pure transmission of data towards highly sophisticated services and applications in order to satisfy the growing needs and expectations of the end users. The increasing variety and complexity of provided service frameworks requires appropriate means for the interaction with the user. For the interaction different modalities like speech, video, pen, keypad exist. Each modality has inherent advantages and limitations depending on the user environment and preferences. It is essential for the further development of service enablers to improve the capabilities of each modality and to enable their simultaneous use even when the modalities are spread over several devices. 

Multi-Modality converges different voice, haptic, and visual modalities for accessing applications in terminals or network. Especially the multi-modal interaction with network functions offers new opportunities. For example, Internet browsers with speech support allow the user either to browse via spoken keywords or in a conventional manner via mouse. This enables the user to choose the most appropriate and convenient modality and enhances user experience and efficiency. Limitations of particular modalities can be overcome, the specific needs of people with disabilities can be addressed, and the interface can be suited to the current environment (noise, public) or user activity. Beside of an increased flexibility and efficiency the growing opportunities for innovative user interfaces via speech, camera, pen, or joystick will be the basis for a flood of amazing new service enablers. Also the terminal design will benefit from this development. The support of distributed interface functions enables the transfer of power- and time-consuming processing into network entities and allows the addition of new network-based functionality. There are already promising technology approaches targeted at OMA requirements like [OMABAC-2004-0002]. 

This specification describes a comprehensive solution for multi-modal and multi-device services comprising service, technology and network aspects. In particular this specification:

1. shows an architectural view about multi-modal and multi-device services,

2. defines Components and Reference Points and

3. refers to Applicable Protocols and Standards.

Due to the high commercial interest in multi-modality, at W3C the Multi-Modal Interaction Working Group was chartered in February 2002. The Working Group is extending the Web user interface by developing markup specifications for synchronization across multiple modalities and devices with a wide range of capabilities. A deployment of the emerging W3C MMI architecture will allow an open and interoperable solution across a broad range of platforms and systems. Results of the W3C Multi-Modal Interaction Working Group are integrated into this specification and are intended to be used where applicable. In addition, for dedicated W3C results a profiling to OMA needs might be necessary.

3. Multi-Modal Architectural Model

The multi-modal architecture envisioned at OMA can be described by the following layers:

· Service layer

· Technology layer

· Network layer

The abstraction was chosen to divide the particular responsibilities in dedicated layers. The services layer handles the multi-modal application and service issues. The technology layer provides the underlying multi-modal technology components and dialog interaction components. Finally the network layer provides the network infrastructure and security aspects. 
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Figure 1: Multi-Modal Architecture Layers

3.2 Service Layer

From the OMA perspective, the service layer has to be defined to enable interoperable multi-modal services. It covers all aspects of the application and service context. This comprises the provision of content, the synchronization between service and application components as well as the communication to the dialog technology. 

The service layer handles the multi-modal service aspects. This spans from the common appearance of the service, the offered functionality as well as the content retrieval. 

3.3 Technology Layer

The technology layer provides core components for the multi-modal dialog engine. They are derived from the emerging W3C multi-modal architecture. The multi-modal technology will be commonly deployed in particular multi-modal services and allows an interoperable solution on technology protocol basis. 

As most of the technology protocols are already standardized or in standardization process, OMA can select suitable protocol standards and profile it to mobile needs where necessary.

3.4 Network Layer

The basic network layer provides the interfaces between the technology layer components. This comprises addressing issues, transmission protocols and security aspects. It is intended to make use of protocols and markup languages, which can be transported via the conventional OMA networking protocols. There are no severe extensions expected to the existing OMA network infrastructure. 

3.5 System and Subsystem Descriptions

The proposed system architecture makes basically use of the emerging W3C MMI framework [W3CFRAME]. The W3C MMI framework describes technology components of a multi-modal system. In order to map it to the OMA environment, several surrounding aspects like charging, security or the content provision have to be covered. Furthermore the dedicated requirements of OMA environments like mobile device constraints or protocol re-usage might lead to profiling or supplementation of particular protocols and data structures. 

In a mobile service environment as seen in OMA, the affiliation of components will be to different organizations and providers. There are network provider, content provider, service provider, there is a local interaction manager component on the device and so on. Therefore a separation of the W3C interaction manager in two parts seems to be appropriate. A separation is already been mentioned in the W3C Framework (see the interaction manager description in section 2), thus it might make sense to deploy this separation here in the OMA context for splitting up the interaction manager component into a dialog part (called "Interaction Manager") and a service related part (called "Service Manager"). This does not imply that the dialog part is always on the mobile device and the service related part is on the server side rather than that this separation allows a flexible placement of the components depending on the application, the device and the environment. For example in the name dialling use case requires a certain service manager component on the embedded device for local speech recognition and related local address data retrieval.

The "interaction manager" component on the technology layer is identical to the dialog functionality of the W3C interaction manager. It cares about incoming multi-modal input and output on dialog level. This component is on the mobile devices side and in the realm of the mobile device.

The "service manager" is the service-related part of the interaction manager. This part is in the realm of the service provider or even content provider, and deals mainly with the application itself. In certain cases, both components will be united to one interaction manager component as originally stated at W3C. But there are for sure a lot of cases, where we need a functional separation between dialog aspects and application control. The communication between service manager and interaction manager is multi-modal markup, in certain cases just dynamically generated markup that is sent from the service manager to the interaction manager for dialog control.

As a result of this split, the interaction manager belongs to the technology layer, while the service manager is assigned to the service layer.

3.5.1 Multi-modal Service Layer

3.5.1.1 Service Layer Components

The multi-modal service layer describes the services functionality and its appearance to the user. It makes use of the components in the technology layer (e.g. “Interaction Manager” described in detail in the multi-modal technology layer) to perform the different steps required to accomplish the service. The entity performing these application functions is the “Service Manager”. Its interaction with the different components is exemplified in Figure 2 for the use case “5.2.2.4 Multi-modal use case with local and remote functionality” see [MM/MD-Serv-RD]. 
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Figure 2: Local / Remote Service Use Case

3.5.1.2 Reference Points

The following reference points, see Figure 2: Local / Remote Service Use Case, need to be standardised:

S1. Performing synchronised multi-modal input / output (see also reference point T12 in section 6.4.2.2). 

S2. Initiate local actions, e.g. initiate call via URI schemes (tel:), unpack downloaded content and register in the user equipment (UE). 

S3. Query to the content manager. 

S4. Request multi-modal input / output.

S5. Possibly proprietary content access methods

S6. Possibly proprietary content access methods

S7. Send data via alternate channel.

3.5.1.3 Service Manager

The “Service Manager” is a component performing the sequential steps needed to implement the service. Each step is initiated, controlled and its result evaluated by the “Service Manager”. For example, it performs the transition form local to remote functionality in the “5.2.2.4 Multi-modal use case with local and remote functionality” see [MM/MD-Serv-RD]. To implement a name-dialling service it initially records the users utterance via the “Interaction Manager” and passes it to the local / remote content manager. After the look-up operation was successful, the “Service Manager” initiates the voice call. Similarly for the down-load use case the different steps of down-loading the application, unpacking and registration in the UE are initiated and controlled, see Figure 3.

3.5.1.4 Content Manager

The “Content Managers” are closely linked to the type of content the service needs to access. They may access the respective databases in a proprietary fashion. A “Content Manger” can be local to the UE or remotely situated and accessed via the network. It may initiate some action to make remote content permanently available in the UE. In particular this could be a Web or Applications Server as well as a query client to local databases.

For the “Local / Remote Service Use Case” the respective “Content Manager” handles the requests to perform the address look-up. It can request to present the query results in multi-modal fashion, e.g. by displaying an n-best list or by piping it through a TTS engine. It may implement some functionality to initiate the service manager and interaction manager to create dialogs narrowing the search down e.g. by prompting the user for additional information. The “Remote Content Manager” may initiate an activity to make the search results permanently available in the user equipment, e.g. send phone number as SMS or vCard etc.
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Figure 3: Multi-modal Download Use Case

3.5.1.5 Charging/Billing

Different charging models should be supported by multi-modal services:

· By data volume (e.g. download use-case)

· Per time (CS-network access to phone-accessed multi-modal services)

· Per service access (e.g. name-dialling – currently operator assisted directory service is charged per call / lookup).

· Per content (e.g. download of multi-modal application with different prices)

· Flat rate (e.g. monthly rate for unlimited multi-modal access)

· Free content (e.g. sponsored links)

Depending on the charging model, the charging/billing component can be assigned to different layers. For example, the data volume charging and the time-based charging can be assigned to the network layer, while the charging on service access or content-related charging will be handled on service layer level. Flat rates and free access will also be handled on the service layer.

Interfaces and functionality for a smooth integration into general charging/billing services are expected by the emerging OMA Common Functions concept. This has also to handle the charging of pre-paid and post-paid subscribers.

An intrinsic subscriber management (e.g. adding subscribers to the charging/billing infrastructure) is subject to further investigations and closely related to the emerging Common Charging/Billing Functions. 

3.5.1.6 Security

Security on service layer comprises access permissions to dedicated services and service-related authentication will be handled within the service layer. 

It is expected, that security functions on the service layer will be provided by emerging OMA Common Functions.

3.5.2 Multi-Modal Technology Layer

3.5.2.1 Multi-Modal Components

The technology layer provides the basic components for multi-modal and multi-device services. In accordance to the emerging W3C Recommendation for Multi-Modal Interaction, the components and reference points are described in the following (see also figure 4). 

The input modalities like speech, handwriting, keypad and keyboard are processed by the particular recognition components. A common interpretation component prepares and combines the various modality inputs for further processing, so that an interaction manager can derive the intended multi-modal user interactions. The interaction manager also takes care of multi-device management and has to integrate user profile settings. It sends the user request to the application and service components, where the request will be fulfilled by accessing the application content database.

The result of the request is sent back to the interaction manager, which selects the appropriate output device depending on the multi-device management DB and the user profile settings. In the generation component the particular output modalities are invoked and the output streams created by using the modality components. 
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Figure 4: Multi-Modal Technology Components

3.5.2.2 Reference Points

Between the components reference points have to be defined, that specify the communication interaction between the components. OMA has to specify particular reference points for deploying an interoperable system. In the following an overview is given about the affected reference points.

T1. ASR input will be provided to the interpretation component as an EMMA structure [W3CEMMA]. EMMA (Extensible Multi-modal Annotation Markup Language) describes the semantics derived from the interpretation of speech, handwriting, and other input modalities. EMMA holds three types of data, the instance data of the input information, the data model containing the constraints on structure and content of an instance and associated metadata information.

T2. TTS Output will be provided by the interpretation component as SSML data [W3CSSML]. Speech Synthesis Markup Language (SSML) describes markup for generating synthetic speech via a speech synthesizer. The specification defines markup language elements for the document structure, text processing and pronunciation. Prosody and style of the spoken output as well as the insertion of recorded audio files are also covered by SSML.

T3. eInk input is either InkML [W3CINK] or preprocessed EMMA [W3CEMMA]. In order to keep the complexity of the integration component low, a restriction to EMMA can be considered allowing a complete EMMA-based input for the integration component. 

T4. Keypad, keyboard and other haptic input will be EMMA [W3CEMMA]. 

T5. Graphical output is either XHTML [W3CXHTML], XTML [W3CXTML], SVG [W3CSVG] or SMIL [W3CSMIL] in case of compound output. This fits well to conventional browser output formats.

T6. System generated input like GPS signals, signal strength or battery level is provided in EMMA [W3CEMMA].

T7. Emerging modalities will not be specified so far, but an extension possibility shall be considered. New modalities might have impact on W3C protocol standardization activities.

T8. The interpretation component provides consolidated input in EMMA format [W3CEMMA] to the interaction manager.

T9. The communication between the interaction manager and the generation component is based on the emerging W3C multi-modal markup language (X+V, SALT etc. approaches). The interaction manager might also provide output in XHTML [W3CXHTML], XTML [W3CXTML], SVG [W3CSVG], SSML [W3CSSML] or SMIL [W3CSMIL] for further generation processes by the generation component.

T10. The multi-device management protocol has to be specified by OMA. 

T11. User Profiles will be accessed in the OMA UAProf format [OMAUAProf], possibly supplemented by additional entries required by multi-modal devices.

T12. The communication between the interaction manager and the services manager is based on the emerging W3C multi-modal markup language. For the time being existing approaches like X+V or SALT might be considered with a latter migration to the final W3C markup language. Input from the interaction manager to the service manager can be yielded through in EMMA annotation. 

T13. see service layer description

T14. see service layer description

For OMA purposes, profiling of particular protocols might be advantageous. Thus for example a profiled EMMA could be interesting for the mobile device's needs and requirements.

3.5.2.3 Interpretation /Generation Component

The interpretation and generation component is responsible for the preparation of the input and output streams. Related to the input streams it collects recognition and input interaction results and compiles structured input according to their timely relation. As a frontend to the interaction manager it provides the compiled input to the interaction manager for further processing. Related to the output stream the generation component is responsible for the creation of output data processable by particular modalities like TTS or graphics. 

3.5.2.4 Interaction Manager

The interaction manager is the core component that coordinates the dialog flow between the input/output modalities and the service/application execution. It maintains the interaction and synchronization state between the adjacent components. The interaction manager is furthermore responsible for the multi-device management and has access to the user profiles for selecting appropriate modalities and devices. 

The interaction manager can be located on the user agent system, in the network or being distributed across process and device boundaries. The interaction manager will be based on the emerging W3C specifications. 

3.5.2.5 Device Capability Negotiation and User Preference Settings

The user profile settings will be based on the UAProf 2.0 work in OMA [OMAUAProf]. If required extensions for particular modalities may be added. 

3.5.2.6 Multi-Device Management

Assigned devices are registered in the multi-device management. The interaction manager has access to the multi-device management and decides upon the registered devices and user profile capabilities, which device will be addressed for the multi-modal interaction.

3.5.2.7 Service and Content Manager

The Service Manager is responsible for application functions and the services execution. While the interaction manager deals mainly with the dialog handling, the service manager is mainly focused on application specific tasks within the multi-modal services. The content manager provides the access to particular local or remote databases, where the content is being retrieved.

In particular - presumably easy - application cases, where the interaction manager can completely handle the application, there can be a integrated interaction/service manager as described in the W3C MMI Framework [W3CFRAME]. However, as the application might be in the realm of the service provider and the interaction manager might be located at the user agent, a separation of both components is expected and has to be supported by an appropriate communication possibility between interaction manager and service manager. A possible configuration can be that the service manager provides dynamic markup scripts to the interaction manager, which handles the multi-modal dialog itself. 

The service manager and the content manager are explained in detail in the service layer.  

3.5.3 Multi-Modal Network Layer

3.5.3.1 Network Components

The multi-modal service and technology layer will depend on a base network infrastructure. This comprises charging/billing aspects as well as those security issues, which are not covered by service or technology components in the layers above. 
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Figure 5: Components of Network Infrastructure for Multi-Modal Services

3.5.3.2 Reference Points

The network layer provides also a set of reference points that have to be defined by OMA. The reference points specify the communication between the devices and service components. Furthermore for the interaction with common functions reference points have to be established for deploying charging and security functions.

N1. Application Transfer Protocol will be W-HTTP (Wireless Profiled Hypertext Transfer Protocol) [W-HTTP], a profile of HTTP/1.1 [HTTP/1.1]

N2. For the transmission of speech data to remote recognizer a Voice Data Transfer Protocol will be necessary. The Voice Data Transfer Protocol is also required for the call transfer to other voice services or remote multi-modal applications. The particular protocol to be used is subject to further investigations.

N3. For deploying common security functions and common charging/billing functions protocols or interfaces have to be defined for generic accounting and access management.

3.5.3.3 Charging/Billing

A variety of charging models is described in the service layer section. Data volume charging and the time-based charging can be assigned to the network layer. Interfaces and functionality of general charging/billing services are expected to be defined by the emerging OMA Common Functions. 

3.5.3.4 Security

Security on network layer comprise authentication of network components as well as integrity and privacy on protocol transmission layer. It is expected, that security functions on the network layer will be provided by emerging OMA Common Functions.

3.5.3.5 Timing

Multi-modal systems rely on synchronized modality information. Thus a crucial issue for a multi-modal system is to guaranty the synchronization and timely integration of multi-modal input. The network layer has to support this by appropriate protocols. This has to be aligned to the particular components of the technology layer that are going to be used.
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4 Intellectual Property Rights Considerations

To the best of our knowledge, there are no IPR associated to this contribution.

5 Recommendation

We propose to derive a specification document from this contribution and to continue on detailing the component descriptions and reference points. 
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