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1. Reason for contribution

This proposal is a step towards defining an architecture that enables multimodal services. The architecture described in this contribution is based on the analysis of a set of use cases. We believe the architecture is general enough to cover current and future use cases

2. Summary of Contribution

Following the suggestions of the BAC-MAE group at the April 2004 meeting, this contribution expands on our previously proposed architecture to cover current and future use cases scenarios of multimodal services. The contribution lists the components and interfaces, required for the architecture and describes their functionality. 

Changes to the previous contribution include:

· A Client Application Server has been added to the architecture.

· A block “Common Functions” has been added to the architecture. This is ongoing work within the OMA and may be reused for the multimodal architecture.

· The location of the Adaptation Logic “function” has been altered so it may reside anywhere in the network, in the “Application Server” or in the “Multimodal Server”.

· Further two use cases have been added. The first one describes a  “name dialing” use case, which covers the use of the additional Client Application Server. The second use case added describes a “form filling” use case, where the user is booking a plane ticket. This use case is also mentioned in the W3C MMI Use Cases [http://www.w3.org/TR/mmi-use-cases/] and has the same requirements as the movie reservation service described as a use case in the OMA Multimodal and Multi-device Services Requirements.

· A three-layer approach, comprising service, technology and network layer is included.
Open issues under investigation until the August face-to-face meeting are (there may of course be additions):

· Adding reference points to the connecting interfaces and detailing out some terminal aspects.

· Extension of the use case list by the “Download” and “Accessibility” use cases from the REQ document.
· The “Multimodal adaptation layer” and “Remote functionality” components are optionally located in the “Application Server” or the “Multimodal Server”
3. Scope

The scope of this proposal is to define an architecture that enables multimodal services. The proposal is based on components defined in the W3C Multimodal Interaction Framework. The components needed in the clients and servers, as well as the necessary interfaces to support future multimodal applications, are identified.

4. Introduction

This proposal builds on the W3C Multimodal Interaction Framework [http://www.w3.org/TR/mmi-framework/]. The architecture below is based on the following use case scenarios:

· A “map request scenario” with directions “to go from this place to that place.

· A “name dialing scenario”, with a local and a remote address-book. 

· A “flight reservation” form-filling scenario. 

The use cases are described and the components needed are analyzed. Based on this, the components and interfaces needed to support the use case scenarios are identified.

5. Architecture overview

The general architecture that will enable multimodal services is shown in Figure 1. 
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Figure 1 General architecture overview (semi high level).

It must be noted that the Client architecture depicted in Figure 1 above is showing one way of implementing the architecture.

Open issues:

· Do we need to talk about EMMA in the client side; do we have to standardize this or only the interface to the network components?

· Where do web interfaces come in? Will the interfaces to common functions be web interfaces?
Not all of the components shown in Figure 1 have to be available in a multimodal system. Those components that must be present, their technical functionality and the implications they have on the system, are described in the requirements section and they are application dependent. 

Below is a list of explanations to the various components in Figure 1:

· Input – These are the input modes that are available locally on the client, e.g., keyboard, voice etc.

· Output – These are the output modes that are available on the client, e.g., screen, sound, vibration etc.

· Interpretation – For every input modality there may exist an interpretation function locally on the client, e.g., a speech recognition engine.

· Client State (System & Environment, capabilities, etc) – This is the System & Environment description and capabilities of the client as well as the user profiles. [http://www.w3.org/TR/mmi-framework]
· Client Interaction manager – This is the function that manages the various input, both from the user and from the profiles, combines them and performs appropriate actions (the functionality is as defined in the W3C Multimodal Interaction Framework). The interaction manager also coordinates data and manages execution flow for the various output modes.  It also maintains the interaction state and context of the application and responds to changes in the system and environment.
· Client Application Server: This component manages the application (or part of the application) that resides on the terminal, as in the “Local and Remote dialing” use case (See section 7.2). In this case the user wants to call a person. The Client Interaction Manager first checks if the information can be found locally, if not, a remote check is performed. In the simplest case this component is similar to a cache, but its functionality may be defined for any type of application. This local Application Server is very application specific.
Note that the Client Interaction Manager, the Client Application Server and the Client State may in some use cases be considered as one unit.

· Protocol (EMMA?) – A protocol between the interpretation engines and the Interaction Manager needs to be defined. EMMA is the proposed solution from W3C. Input to the Client Interaction Manager may be in proprietary format.

· Styling – This part personalizes the output according to user preferences and device capabilities. This component may style, e.g., graphics, such as fonts and colors and enables text-to-speech output to be read with a certain voice, etc.

· Http, EMMA etc. – A protocol for communication between the Client Interaction Manager and the Server Interaction Manager must be defined. 

· Server State (System and Environment, capabilities, etc) – This is the System & Environment description and capabilities of the server, as well as the user profiles. This corresponds to the Systems and Environments component defined by W3C. The server state may, in a later stage, be a potential place for multi-device management. The “state” in the client and the “state” in the server may not be the same at one particular instant in time.

· Server Interaction manager – This is the remote function that manages the input from the client and from the existing remote modality-functionalities. The interaction manager also coordinates the output to the client and to the remote modality-functionalities.  It also maintains the interaction state and context of the application and responds to changes in the system and environment and interacts with the Common Functions.
· Common Functions – This is functionality that is not specific to a multimodal architecture. The Common Functions are defined building blocks that may be re-used by various services. The exact definition of these functionalities need further examination.
· Protocol – A protocol for interaction between the Server Interaction Manager and Remote modality-functionality must be defined.

· Remote modality-interpretation/functionality – These are the functionalities that may be needed for a multimodal application. This could be both modality input such as positioning, or modality interpretation such as remote speech recognition, image processing/recognition, hand-writing interpretation, etc.

· Events & Requests – This is the interface towards the Application Server, where interaction events and content requests (http?) are sent back and forth.

· Events, requests – There exist methods to communicate events and requests (e.g., http-get) to the Application Server.

· Application Server – This is where the application, the application logic and the relevant content reside. (In the case of remote application usage.)

· The multimodal adaptation engine is responsible for adapting the content to the terminal capabilities and user requests. This component can be located in the Multimodal Server, in the Application Server, or as an external accessible engine. In the latter case an interface must be defined.
Multimodal architecture layering model 
A multimodal architecture structure, envisioned at OMA, may be described by the following layers:

· Service layer

· Technology layer

· Network layer

The abstraction was chosen [OMA-MAE-2004-0037] to divide the particular responsibilities in dedicated layers. The services layer handles the multi-modal application and service issues. The technology layer provides the underlying multi-modal technology components and dialog interaction components. Finally the network layer provides the network infrastructure and security aspects. 
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Figure 2: Multi-Modal Architecture Layers

5.1 Service Layer

From the OMA perspective, the service layer has to be defined to enable multimodal interoperability. It covers all aspects of the service context. This comprises the provision of content, the synchronization between service components. 

5.2 Technology Layer

The technology layer provides core components for the multi-modal dialog engine. 

5.3 Network Layer

The basic network layer provides the interfaces between the technology layer components. This comprises addressing issues, transmission protocols and security aspects. 
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Figure 3: Components of Architecture Infrastructure for Multi-Modal Services 
Use case scenarios
The following use cases are similar to, or inspired by the use cases defined by W3C [http://www.w3.org/TR/mmi-use-cases]. Boxes colored in orange indicate that they are not used in that scenario.
5.4 “Map request” scenario

Following is a use case, describing a scenario where the user requests a map with directions “to go from this place to that place”. This use case is mapped to the general architecture defined in section 5. The orange boxes in Figure 4 are not used in this scenario. In the W3C defined use cases there exist a similar scenario [http://www.w3.org/TR/mmi-use-cases/#driving-dir].
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Figure 4 Mapping the “map request” use case to the general architecture

1. The user requests a map (i.e. I want to go from “HERE” to “THERE”). Input can be in any provided modality, such as through the keypad or with speech commands (though it is not used in this scenario).

2. The Client Interaction Manager communicates to the Server Interaction Manager the available modalities (including positioning), preferences (preferred output mode, etc) etc., which are obtained from the Client State component.
3. The Server Interaction Manager checks in the Multimodal Server State what functionalities can be offered and from where. In this case, whether a remote positioning service is available.

4. The Server Interaction Manager receives that a remote positioning possibility exists (Positioning function).

5. The Server Interaction Manager manages the input from the client and from the existing modality functionalities (of the server), and confirms with the Client Interaction Manager its intentions (for example the output from the server could be: “did you say you want to go from Sodermalm to Sollentuna?”).

6. After confirmation from the client (which can take more than one step), the Server Interaction Manager accesses the Application Server, requesting a result that will be tailored to the client capabilities, modalities, etc. The Application Server produces the result, which is sent to the Client Interaction Manager (through the Server Interaction Manager) for presentation to the user.

In the above scenario (point 6) we can also consider the situation that the Server Interaction Manager checks for events from the Client Interaction Manager, that would signal changes in state, user activated or context activated (i.e. the user moves from outdoors to indoors environment, from walking to driving state, etc). This can happen at any time during the session.

The Multimodal Server and the Application Server can be co-located.

5.5 “Local and Remote dialing” scenario

This use case covers the “local and remote functionality” issues [OMA-MAE-2004-0037] and may also be found in the W3C defined use cases [http://www.w3.org/TR/mmi-use-cases/#name-dialing]. This means that when the application is invoked, the Client Interaction Manager will first look if the application functionality exists in the Client Application Server (in this case the desired phone number) and if not, then the Client Interaction Manager will communicate with the Server Interaction Manager to look for the information remotely.
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Figure 5 Mapping the “remote dialing” use case to the general architecture
1. The user wants to call a certain person. The name of the selected contact is spoken into the microphone of the terminal.

2. The local speech recognition engine interprets the utterance and passes this information to the Client Interaction Manager. The recognition process may also be carried out by a remote speech recognition engine. In this case, the speech command is sent to the Server Interaction Manager, which passes it to the speech recognition engine in the Remote modality-functionality. The interpretation is sent back to the Server Interaction Manager and then to the Client Interaction Manager. The behavior of this communication is application specific. In some cases, the Server Interaction Manager may need to report back to the Client Interaction Manager, while in some cases the Server Interaction Manager can use the interpretation/information directly without notifying the Client Interaction Manager.

3. The Client Interaction Manager checks with the Client Application Server if the number of the contact can be found in the local phone book. In this case, no match is found.

4. The Client Interaction Manager communicates to the Server Interaction Manager that a search for this person’s number is desired. Depending on the user preferences, the reply may consist of a number displayed on the screen, rendered audibly using a text-to-speech engine, via a text message, a vCard or any other preferred format.

5. The Server Interaction Manager checks with the Application Server (or the Common Functions component, if this information is available through Common Functions) for this information. It is not clear where exactly the information has to reside.

6. The Server Interaction Manager receives a reply and forwards it to the Client Interaction Manager

7. The Client Interaction Manager presents the desired information, e.g., the number (or a selection of numbers) may be presented on the screen and a click on the right number dials the number.

- Future work (e.g., for August face-to-face): to make this a bit clearer. Perhaps introduce a “normal-flow” part and an “alternate-flow” part, detailing a successful local name lookup and a remote service access.

5.6 “Flight Reservation, form filling” scenario

This use case covers the scenario where a user wants to reserve a flight ticket, using both voice and keypad/pen. This use case may also be found in the W3C defined use cases [http://www.w3.org/TR/mmi-use-cases/#form-filling]. A similar use case, but for movie ticket reservations, may also be found in the OMA Multimodal Services requirement. This use case includes the exchange of billing information. 
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Figure 6 Mapping the “flight reservation, form filling” use case to the general architecture

1. The user fetches the flight reservation start page, which is an ordinary web-page. The Client Interaction Manager sends a request to the Application Server, that responds with the start page. 

2. The user fills in the fields with voice.

3. If there is a local speech recognition engine, the Client Interaction Manager gathers the interpreted input and displays this as text in the corresponding fields.

4. If there is no local speech recognition engine, the Client Interaction Manager sends the voice stream to the Server Interaction Manager, which forwards it to the Remote Speech Recognition Engine.
5. The Server Interaction Manager forwards the interpretation to the Client Interaction Manager (for example the output from the recognition engine could be a list of possible interpretations, such as New -York or Newark. This case also exists for ordinary text input, where several instances of a name exist, such as: York-UK or New -York-US).

6. After confirmation from the Client Interaction Manager (this is an iterative process, which may take more than one step), the Server Interaction Manager accesses the Application Server, requesting the information that will be tailored to the client capabilities, modalities, etc. The Application Server gathers the required information, which is sent to the Client Interaction Manager (through the Server Interaction Manager) for presentation to the user.
7. The Charging part may have several solutions. Two are discussed here. In the first case, a payment is done by entering the credit card information. This requires a secure channel. The confidential information is handled by the Application Server. This is exactly how payments are made on the Internet today. In the second case, the charging is made by the Server Interaction Manager, interfacing with the Charging/Billing part of the Common Functions.

5.7 Requirements

The above scenarios require that the multimodal architecture supports several possible modalities, including positioning and speech (recognition). This is because the application has to work with every terminal (e.g., with terminals that do not have GPS).

 We believe that in the described scenarios, we need to standardize:

· Protocol/interfaces to request positioning information to be provided to the multimodal server by the positioning server functionality.

· Open interface towards any kind of modality, server-side and client-side. This is provided by, e.g., EMMA.
· Client and Server State components (as defined in the System and Environment component in W3C).

· Possible extensions to UAProf to include available modality components.

· Interfaces between the various components (e.g., EMMA?). 

· Transmission protocol for the MMI information sent between the Client Interaction Manager and the Server Interaction Manager.

· Quality of service implications, for example how often (and what latency is acceptable) should the client inform the server for changes in state? What are the implications in the service?  

· Interface to the Multimodal adaptation engine.

· Sub setting of EMMA (see below).

· Sub setting of DOM and DOM events (see below).

· Codecs needed to be supported for speech, audio, graphics, etc

· What modalities need to be supported? How do we make an architecture extensible to support future modalities?

· Do we need to define what type of functionality can be accessed from the Client Application Manager?

· Charging/Billing functions, to be defined by OMA Common Functions?  [6.4.3.3 OMA-MAE-2004-0037]
· Security functions, to be defined by OMA Common Functions? [6.4.3.4 OMA-MAE-2004-0037]
· Timing functions [6.4.3.5 OMA-MAE-2004-0037]

6. What parts of W3C can be used and where?

In W3C there has been a lot of work carried out to standardize interaction and presentation of information, such as XML, XML-based languages, e.g., XHTML, SVG, SMIL, EMMA, document models such as the DOM, event models such as the DOM event model etc. etc. Already in the mobile environment, several of these standards have been embraced, such as XHTML, SMIL, SVG, DOM and XML in general. In many cases there has been an adaptation phase towards the mobile environment. In some cases such as with XHTML Mobile Profile, this work has been done outside W3C (namely in OMA) while in some cases such as with the SVG Mobile profiles, SVG Tiny and SVG Basic, this work has been done in the SVG working group inside W3C.  

6.1 Sub-setting of EMMA

A small description of an EMMA document [http://www.w3.org/TR/emma/#s3.1.3]:

<emma:emma emma:version="1.0"

 xmlns:emma="http://www.w3.org/2003/04/emma#"

 xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"> 

  <emma:one-of emma:id="r1">

    <emma:interpretation emma:id="int1">

      <origin>Boston</origin>

      <destination>Denver</destination>

      <date>03112003</date>

    </emma:interpretation>

    <emma:interpretation emma:id="int2">

      <origin>Austin</origin>

      <destination>Denver</destination>

      <date>03112003</date>

    </emma:interpretation>

  </emma:one-of>

</emma:emma>
This example provides annotations from an interpretation, which could be, e.g., from a speech recognition engine. Two possible interpretations are given for the first field <origin>, namely Boston and Austin. This can be expanded with a confidence/accuracy level in the interpretation result.
The EMMA may be too heavy weight for a mobile architecture. If notations of interactions are to be sent between the various parts within a multimodal architecture, it might make sense to have a minimal profile with just the basic functionality. This work is currently discussed within the W3C MMI working group. The creation of a mobile profile of EMMA could either be done in W3C and used as is, or this work could be done within OMA, if the decision is to use EMMA in the first place.

6.2 Sub-setting of DOM and DOM events.

One key element in multimodal interaction is the creation of events.

Every input modality works under the assumption that it will react to events. A normal PC Web GUI such as an HTML-browser reacts to events for example in the form of mouse clicks and responds to this event. In the multimodal case, there will be events from every type of supported modality. This may be a key press, a voice input, a GPS input or a stylus touching the screen with a certain motion.

Another key element in multimodal applications is the data-model of each modality.

Every modality will present an interface towards the client. In the normal GUI you can see it. The notion of a voice interface is more abstract since you can’t see it, but it is still there. All these modalities need a data-model representing a waiting state and some rules for what to do when the interface/modality is used or acted upon. This goes hand in hand with an event model. In W3C, this data-model and the corresponding event model is standardised. It is called the DOM, the Document Object Model and has corresponding DOM events. 

However, the DOM was created with the PC market in mind and may be too heavy for a mobile scenario. This means that a sub-setting of the W3C DOM may be necessary. This work is currently discussed within the W3C MMI working group. W3C is investigating the possibility to share common interfaces across modalities. As a note, it should be mentioned that such work has been performed, e.g., in the SVG working group for the mobile profiles.

Where should this work be done? Should OMA do this or the W3C? In OMA it is defined for OMA Browsing 2.1 and 2.2 what should be supported, what mark-up elements, what events etc.

7. Intellectual property rights considerations

To the best of our knowledge, there are no IPR associated to this contribution.

8. Recommendation

We propose to continue on detailing the components, interfaces and protocols based on the existing use cases and other ones, with the purpose of defining an architecture for multimodal interaction.
9. References

· “Multimodal Multi-device Services Requirements”, Open Mobile Alliance, OMA-RD_Multimodal-Multi-device-Services-V1_1, URL:http://www.openmobilealliance.org/
· Stéphane H. Maes, "Proposal for Architecture Document on Multimodal and Multi-device", 25 Jan 2004 (OMABAC-2004-0002)

· Michael Lützeler, “Contribution for Architecture Document on Multi-Modal and Multi-Device Services”, 21 April 2004 (OMA-MAE-2004-0037-Multi-Modal-Services-Architecture-LATE.zip)

· Axelsson H. Christopoulos C, “Contribution for Architecture Document on Multi-Modal and Multi-Device Services”, 19 April 2004 (OMA-BAC-MAE-2004-0034-LATE-MMI-Architecture.zip)

· “Multimodal Interaction Use Cases”, W3C NOTE 4 December 2002; http://www.w3.org/TR/mmi-use-cases/

· "Multimodal Interaction Framework", W3C NOTE, May 2003; http://www.w3.org/TR/mmi-framework/
· “EMMA: Extensible MultiModal Annotation markup language”, W3C Working Draft 18 December 2003; http://www.w3.org/TR/emma/
· W3C DOM (Document Object Model), W3C Architecture Domain; http://www.w3.org/DOM/
· W3C Document Object Model (DOM) Techinical Reports (DOM1, DOM2, DOM3 etc.); http://www.w3.org/DOM/DOMTR




























NO REPRESENTATIONS OR WARRANTIES (WHETHER EXPRESS OR IMPLIED) ARE MADE BY THE OPEN MOBILE ALLIANCE OR ANY OPEN MOBILE ALLIANCE MEMBER OR ITS AFFILIATES REGARDING ANY OF THE IPR’S REPRESENTED ON THE “OMA IPR DECLARATIONS” LIST, INCLUDING, BUT NOT LIMITED TO THE ACCURACY, COMPLETENESS, VALIDITY OR RELEVANCE OF THE INFORMATION OR WHETHER OR NOT SUCH RIGHTS ARE ESSENTIAL OR NON-ESSENTIAL.

THE OPEN MOBILE ALLIANCE IS NOT LIABLE FOR AND HEREBY DISCLAIMS ANY DIRECT, INDIRECT, PUNITIVE, SPECIAL, INCIDENTAL, CONSEQUENTIAL, OR EXEMPLARY DAMAGES ARISING OUT OF OR IN CONNECTION WITH THE USE OF DOCUMENTS AND THE INFORMATION CONTAINED IN THE DOCUMENTS.

USE OF THIS DOCUMENT BY NON-OMA MEMBERS IS SUBJECT TO ALL OF THE TERMS AND CONDITIONS OF THE USE AGREEMENT (located at http://www.openmobilealliance.org/UseAgreement.html) AND IF YOU HAVE NOT AGREED TO THE TERMS OF THE USE AGREEMENT, YOU DO NOT HAVE THE RIGHT TO USE, COPY OR DISTRIBUTE THIS DOCUMENT.

THIS DOCUMENT IS PROVIDED ON AN "AS IS" "AS AVAILABLE" AND "WITH ALL FAULTS" BASIS.

© 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Page 1 (of 15)
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-InputContribution-20040122]

© 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Page 6 (of 15)
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-InputContribution-20040122]

_1147265238.ppt


Application

Server

Architecture layer model

Common functions

Multimodal

Server

Service Layer

Client

Service Layer







Internet







Network



Positioning



Security



Charging



Billing



Other?











Pen



Screen



Client

Interaction

Manager



Pen. 

Interpr.



Server

Interaction

Manager



Application

Server







Server


Service Layer


Service Layer


Service Layer


Technology Layer


Device


Network Layer


N1


Appl. Data Transfer Prot.


Voice Data Transfer Prot.


Network Layer


Appl. Data Transfer Prot.


Voice Data Transfer Prot.


N2


Service Layer


Service Layer


Service Layer


Technology Layer


Common Charging/


Billing Functions


Common Security


Functions


N3





_1148135901.ppt


Application

Server

1, Map request

Events, Requests

Common functions

Protocol, (EMMA?)

http, EMMA etc.

Protocol

Remote modality-functionality

Web-interfaces?

Protocol

Protocol



Multimodal

Server



Client



Interpretation



Input



Output



Internet











Application

Server



Network



Server State 

(System &

Environment

Capablities, etc)



Client State 

(System & 

Environment,

capabilities etc.)



Positioning



Speaker



Screen



Client

Interaction

Manager



Styling



Speech Recognition Engine



Microphone



Server

Interaction

Manager



General remote modality-

interpretation/functionality



Other

modality



Pen



Other

modality



Mic. Interpr.



Pen. Interpr.



Pos. Interpr.



Interpr.









Multimodal

Adaptation Logic



Client

Application

Server



Positioning



Security



Charging



Billing



Other?








_1148135930.ppt


Application

Server

2, Remote dialing

Events, Requests

Common functions

Protocol, (EMMA?)

http, EMMA etc.

Protocol

Remote modality-functionality

Web-interfaces?

Protocol

Protocol



Multimodal

Server



Client



Interpretation



Input



Output



Internet











Application

Server



Network



Server State 

(System &

Environment

Capablities, etc)



Client State 

(System & 

Environment,

capabilities etc.)



Positioning



Speaker



Screen



Client

Interaction

Manager



Styling



Speech Recognition Engine



Microphone



Server

Interaction

Manager



General remote modality-

interpretation/functionality



Other

modality



Pen



Other

modality



Mic. Interpr.



Pen. Interpr.



Pos. Interpr.



Interpr.









Multimodal

Adaptation Logic



Client

Application

Server



Positioning



Security



Charging



Billing



Other?








_1148135968.ppt


Application

Server

3, Flight reservation, form filling

Events, Requests

Common functions

Protocol, (EMMA?)

http, EMMA etc.

Protocol

Remote modality-functionality

Web-interfaces?

Protocol

Protocol



Multimodal

Server



Client



Interpretation



Input



Output



Internet











Application

Server



Network



Server State 

(System &

Environment

Capablities, etc)



Client State 

(System & 

Environment,

capabilities etc.)



Positioning



Speaker



Screen



Client

Interaction

Manager



Styling



Speech Recognition Engine



Microphone



Server

Interaction

Manager



General remote modality-

interpretation/functionality



Other

modality



Pen



Other

modality



Mic. Interpr.



Pen. Interpr.



Pos. Interpr.



Interpr.









Multimodal

Adaptation Logic



Client

Application

Server



Positioning



Security



Charging



Billing



Other?








_1148135823.ppt


Application

Server

Architecture overview (semi high level)

Events, Requests

Common functions

Protocol, (EMMA?)

http, EMMA etc.

Protocol

Remote modality-functionality

Protocol

Web-interfaces?

Protocol



Multimodal

Server



Client



Interpretation



Input



Output



Internet











Application

Server



Network



Server State 

(System &

Environment

Capablities, etc)



Client State 

(System & 

Environment,

capabilities etc.)



Positioning



Speaker



Screen



Client

Interaction

Manager



Styling



Speech Recognition Engine



Microphone



Server

Interaction

Manager



General remote modality-

interpretation/functionality



Other

modality



Pen



Other

modality



Mic. Interpr.



Pen. Interpr.



Pos. Interpr.



Interpr.









Multimodal

Adaptation Logic



Client

Application

Server



Positioning



Security



Charging



Billing



Other?








_1143456070.vsd

