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	Classification:
	 FORMCHECKBOX 
 0: New Functionality
 FORMCHECKBOX 
 1: Major Change
 FORMCHECKBOX 
 2: Bug Fix
 FORMCHECKBOX 
 3: Clerical

	Source:
	Bennett Marks, Nokia
+1 781 308 6556
bennett.marks@nokia.com

	Replaces:
	n/a


1 Reason for Change

 Document OMA-MAE-2005-0257-INP_RME_Landscape_Report_baseline provides a baseline document for the RME technology landscape report, i.e. OMA-WP-RME-20051004-d.doc.

This change request proposes more structure for the report based on that baseline and adds content to certain empty sections.
2 Impact on Backward Compatibility

 None
3 Impact on Other Specifications

 None
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

MAE to consider these changes to the baseline document
6 Detailed Change Proposal

Change 1:  Chapter on technologies being considered
 Redefine the template name for section 5 and define its purpose to be to list the technologies being considered and provide an introduction to them.
5  Potential Technologies for RME
The following is the list of technologies or technology combinations proposed for consideration to meet the requirements defined in the requirements document [RME-RD].
· MPEG4 part 20 (LASeR) [LASeR]
Editor’s note: This was proposed in OMA-MAE-2005-0232.
· Other technology #1
5.1  MPEG4 part 20 (LASeR)





Editor’s note: OMA-MAE-2005-0268-CR-RME_description_MPEG4part20 inserted here
Change 2:   Added introduction to MORE technology.

5.2 The Mobile Open Rich-media Environment (MORE)

MORE is an open suite of W3C, OMA, 3GPP and IETF technologies combined to meet the requirements for formatting, packaging, compressing, transporting, rendering and interacting with rich media files and streams. It leverages the components of the existing OMA Mobile Application Environment (MAE) such as SVG Mobile 1.2 Profile (including rendering model), XHTML-MP and ECMAScript-MP (ESMP). It is also compatible with the Java applications environment (Java ME) via the shared DOM definition found in SVG (Mobile 1.2) and JSR-226. 

The MORE proposal includes enhancing SVG to directly support incremental scene updates that occur through animations, scripts, and changes in scene states.  These updates include SVG element addition, element deletion; element replacement and element attribute update. 

As the underlying data representation in RME is SVG based, MORE provides a solution to embed vector graphics content such as SVG into the existing 3GPP ISO Base Media File Format for progressive download or streaming of live rich media content over MMS/PSS/MBMS services. This method will allow the container format to be used for packaging rich media content (graphics, video, text, and images), enabling streaming servers to generate RTP packets, and clients to realize, play, or render rich media content. 

MORE has the ability to support interaction among the rich media clients and servers. Mechanisms for interactivity include provisions for local (client side) and remote interaction (server-client), as well as for real time and non-real time feedback over various broadcast and peer-to-peer transport protocols. Local interaction mechanisms are already part of the uDOM interactivity model based on W3C XML events and DOM Level 3 Events. At the transport level remote interaction MORE provides a framework and message format syntax for forward transmission protocols (e.g. RTP, FLUTE, and HTTP), client feedback (e.g. SMS, MMS, HTTP, RTSP) and mapping local interaction to these protocols to enable remote interaction.

The following sections describe the sub-areas included in MORE proposal and the standardization landscape associated with each of these areas. It is the intent of the MORE proposal to exploit the synergies that exist amongst the various standards development organizations.
5.2.1 Media Type and Enabler
This component refers to scene and scene presentation format for compositing, language processing and rendering rich media (vector and raster graphics, audio, video, text) content, providing backward and forward compatibility with open standards specifications including the compatibility with uDOM API, dynamic updating of rich media content, being able to interface with the open standards based browser client and providing referencing and synchronization among the different media should be give the highest consideration. This work should involve close collaboration with W3C, and possibly 3GPP for transport-related issues.

5.2.2 Container Format

This refers to the packaging of different rich media data into a file that can be used as a storage format for download, progressive download and streaming profiles. MORE uses existing ‘3gp’ file format that is used extensively in mobile services today and work with 3GPP in this area as much as possible. Other SDOs may include MPEG
5.2.3 Services and Transport Mechanisms

This area refers to the ability to support download and play, progressive download and real-time streaming, efficient transmission of rich media data and updates over standard protocols such as HTTP, FLUTE, RTP, facilitating random access to different parts of the presentation over time, graceful handling of packet loss, retransmission and error correction of lost packets, quick tune-in to the presentation by clients at any time during the life cycle of the rich-media presentation. Some of these low-level transport technologies are outside the direct scope for OMA; MORE proposes to coordinate any work in this area with 3GPP/IETF as needed.
5.2.4 Local Interaction

Allowing the user to interact locally with the rich media content at real time as well as at non-real time and proper event handling with the dynamic updates of the rich media content. These are seen as application level protocols such as scripting and interacting with DOM. Local event management should be  handled through DOM Events, which is a W3C technology. Since the expertise for integrating this area lies in OMA, MORE intends to define this work in OMA with necessary alignment with W3C and 3GPP. JCP is also relevant as the DOM definitions are shared between W3C and JCP.

5.2.5 Remote Interaction

Providing framework and message format syntax for forward transmission protocols (e.g. RTP, FLUTE), client feedback (e.g. SMS, HTTP, MMS, RTSP) containing SVG event information, element attributes, mapping local interaction to these protocols to enable remote interaction and providing quality of service metrics to determine how much of the transmitted information was received, lost, corrupted at the client.. This again, we propose to coordinate closely with 3GPP, and perhaps IETF.

5.2.6 Security and Persistant Storage

Enabling the storage of user preferences, caching, private data   management, DRM and localization. Since this area has dependencies with external enablers and belongs to the core expertise of OMA, MORE proposes this work be done in OMA.

5.2.6 Content Creation Guildelines

Includes authoring, performance hints, and lifecycle of presentation. We propose that OMA heads this aspect of the work with possible coordination from other SDOs such as W3C (MWI), 3GPP and JCP.

Change 3:  Chapter re technology addressing requirements
Add section 6 and define its purpose to be to provide a tabular means to illustrate whether the technologies address the requirements and also allowing comments.
6  Comparision of the technologies against the requirements
In this section the technologies are simply compared against the requirements defined in [RME-RD] without any form of judgement as to suitability being applied. The requirements are grouped into themes based on the sub-areas identified in the RME landscape document [OMA-MAE-2005-0259-RME-WP-technology-landscape], with the detailed requirements being subsidiary to the themes. A tabular means is used to allow easy comparison.

Editor’s note: the table will in all probability need to be landscape
	Requirement Groups and detailed requirements
	LASeR
	MORE

	
	Supports
	Comments
	Supports
	Comments

	Media Type and Enabler
	RME-FUNC-001: The RM enabler SHALL support methods to minimize the latency perceived by the end user.
	
	
	Yes
	Supports real time streaming through packetization and dynamic updates of content.

	
	RME-FUNC-002: It SHALL be possible to present multiple RM data sources within a single scene. 
	
	
	Yes
	The scenes allow for embedding raster and vector graphics, video and audio with SVG as defined SVG Mobile 1.2 profile.

	
	RME-FUNC-003: The RM enabler SHALL be able to render, within one scene, data and updates received from different sources (eg: networks and delivery mechanisms, content provider). 
Note: The service provider should be the same.


	
	
	Yes
	The scene updates allow for embedding raster and vector graphics, video and audio with SVG as defined SVG Mobile 1.2 profile.

	
	RME-FUNC-008: Progressive rendering of RM data SHALL be provided. 
	
	
	Yes
	Supports this feature as described by SVG Mobile 1.2 Specification (Ref: Chapter 5.9.2)



	
	RME-FUNC-009: RM content SHALL be dynamically updatable in real time by the RM enabler.
	
	
	Yes
	Scene updates in the form of add, delete, replace operations can be streamed at real time to the client.

Currently, scene updates is being discussed as a work item in the Web Applications activity in W3C.

	
	RME-FUNC-012: The service provider SHALL be able to create links between RM content at arbitrary times or places in the scene.
	
	
	Yes
	Supports linking between content as specified in SVGT 1.2 using xlink:href attribute and Animation module.



	
	RME-FUNC-015: The RM enabler navigation and interaction SHALL be agnostic to the type of MMI provided (e.g. using any input device)
	
	
	Yes
	MORE supports this feature with guidelines to the author to create content that does not depend on specific input such as mouse events.

	
	RME-FUNC-024: The RM enabler SHALL be codec, network, terminal, browser, middleware, OS agnostic.
	
	
	Yes
	MORE supports and is compliant with existing open standards technologies.

	
	RME-FUNC-025: The RME enabler SHALL allow end to end optimizations to be applied (eg: compression, preparsing, data preconditionning)  
	
	
	Yes
	For streaming purposes, existing compression methods can be used for embedded media (e.g. audio, video, images). However, compressing small sized SVG part of the content results in overhead. Gzip performs well for larger sized SVG content. MORE is open to future standards-based optimizations if available.

	
	RME-FUNC-026: The RM enabler functionality SHOULD be scalable from constrained terminals to unconstrained terminals.

	
	
	Yes
	MORE is based on SVG Mobile 1.2 profile, which is designed for both constrained and unconstrained terminals.

	
	RME-FUNC-028: Personalization by the end-user of content, delivered within the service SHALL be possible.
	
	
	Enabler Discussion
	Please see Note 1. 

	
	RME-FUNC-029: Text scrolling and slideshow SHALL be provided.
	
	
	Yes
	The MORE client can allow for scrolling and rendering slideshows with the use SVG Mobile 1.2 features.

	
	RME-FUNC-030: The RM enabler SHALL allow best effort font management regardless of screen size, language and font style.
	
	
	Yes
	MORE supports both system fonts as well as SVG based embedded fonts.

	
	RME-USA-001: The RM enabler functionality SHOULD be scalable from contrained to unconstrained terminals, in the form of nested sets of features supporting content adaptation.
	
	
	Yes
	MORE is based on SVG Mobile 1.2 profile, which is designed for both constrained and unconstrained terminals.

	
	RME-USA-002: The RM enabler SHOULD use a very small footprint and require very limited performance when using the smaller sets of features.
	
	
	Yes
	MORE is based on SVG Mobile 1.2 profile, which is designed for small footprint.

	
	RME-USA-003: The RM enabler SHOULD continue to render the RM service while content requested by the end user is not yet available (triggered by a click on a url or a press on a key).
	
	
	Yes
	SVG Mobile 1.2 supports for rendering content while requesting for resources currently unavailable. The user can request for resources through scripting.

	
	RME-IOP-001: Newer versions of the RM enabler SHALL be backward compatible.
	
	
	Yes
	Backwards compatible as MORE is based on open standards and does not alter the semantics of existing components.

	
	RME-IOP-002: Old versions of the RM enabler SHALL be forward compatible.
	
	
	Yes
	The design of MORE based on open standards and therefore is extendable.

	Container Format
	RME-FUNC-004: It SHALL be possible for the service provider to aggregate RM data.
	
	
	Yes
	The ISO Base Media File Format can aggregate media (SVG, audio, video, raster and vector graphics).in a scene.

	
	RME-FUNC-005: It SHOULD be possible for the service provider to aggregate RM updates.
	
	
	Yes
	The ISO Base Media File Format can aggregate media (SVG, audio, video, raster and vector graphics).in scene updates.

	
	RME-FUNC-006: RM data rendering time and synchronization SHALL be controllable by the RM enabler.
	
	
	Yes
	Timing and time to decode information are stored in the ISO Base Media File Format to synchronize samples of different media.

	
	RME-FUNC-007: The service provider SHALL be able to express an appropriately accurate synchronization for the RM data which SHOULD be honored by the enabler.
	
	
	Yes
	Synchronization can be provided through the ISO Base Media File Format.

	
	RME-SYS-001: The RM enabler SHOULD be able to interface with other resident clients on the phone
	
	
	Yes
	As MORE does not alter the semantics of the clients’ rendering language, it provides for a flexible user agent that can be easily integrated with other enablers in an OMA environment.



	
	RME-SYS-002: The RM enabler capabilities SHALL be expressable within UAPROF.
	
	
	External Enabler Dependency
	MORE utilizes existing UAPROF capabilities of the parent application (e.g. Browser), as well as the capabilities being developed as part of OMA’s Device Profiles Evolution (DPE) work.

	
	RME-SYS-002.1: The RM enabler capabilities SHALL be advertisable by the browser or by the rich-media enabler depending on the usage scenario.
	
	
	External Enabler Dependency
	MORE will achieve this via OMA’s UAProf and DPE solutions.

	
	RME-SYS-002.2: The RM enabler and the rich-media service SHOULD benefit from underlying support of dynamic UAPROF service.
	
	
	External Enabler Dependency
	MORE will integrate the OMA’s DPE work which addresses the dynamic profile update capability.

	
	RME-System Element A (browser): The RM enabler SHOULD be able to interface with the browser client.
	
	
	Yes
	As MORE does not alter the semantics of the clients’ rendering language, it provides for a flexible user agent that can be easily integrated with the browser in an OMA environment.



	
	RME-System Element B (AV codec): The RM enabler SHALL be able to address and to provide a tight integration with AV codec.
	
	
	Yes
	The MORE UA has tight timing synchronization and architectural integration with the AV codecs associated with SVG Mobile 1.2 profile.

	
	RME-SEA-001: The RM enabler SHALL be able to launch the browser.
	
	
	Yes
	MORE has the provision for allowing RM applications to launch the browser by using SVG 1.2 mobile profile’s linking and scripting capabilities. 

	
	RME-SEA-002: The RM enabler SHALL be able to be launched by the browser.
	
	
	Yes
	MORE has the provision for allowing the browser to launch RM applications using existing plug-in architecture.

	
	RME-SEA-003: The RM enabler SHOULD be integrated as a plugin into a browser.
	
	
	Yes
	MORE has the provision for integrating RM applications into the browser by using existing plug-in architecture.

	
	RME-SEA-004: The RM enabler SHALL expose the uDOM API to the browser.
	
	
	Yes
	MORE is based on SVG Mobile 1.2 profile, and is therefore designed to expose the uDOM API to the browser.

	
	RME-SEA-005: the RM enabler MAY provide other API to the browser.
	
	
	Yes
	MORE is extendible and may provide other API to the browser if compatible with the SVG Mobile 1.2 profile.

	Services and Transport Mechanisms
	RME-FUNC-010: Efficient transmission (low delay, low overhead) of RM data and updates SHALL be provided.
	
	
	Yes
	Transmission includes effective packetization and fragmentation.

	
	RME-FUNC-011: RM content SHALL be available in streaming, progressive download and download.
	
	
	Yes
	Download and progressive download are already possible using SVGT 1.2 and MORE provides for packetization of SVG for streaming purposes. The ISO Base Media container format also provides for download, progressive download and streaming profiles.

	
	RME-REL-001: The RM enabler SHALL support graceful handling of packet loss.
	
	
	Yes
	Providing actual packet recovery by several methods such as packet redundancy (e.g. using FEC in MBMS), retransmission (e.g. PSS).

	
	RME-REL-001.1: The RM enabler SHALL be able to support re-synchronization with an existing active stream.
	
	
	Yes
	Allows provision for quick tune in to an existing active stream during the presentation.

	
	RME-REL-001.2: The RM enabler SHALL support arbitrary access points to tune in the middle of the content.
	
	
	Yes
	The container format that contains the RM data provides random access points to allow clients to tune into or access an arbitrary random access point in the presentation.

	
	RME-REL-001.3: The RM enabler SHOULD handle duplicated data provided for error recovery purposes.
	
	
	Yes
	Providing packet redundancy (e.g. using FEC in MBMS).



	
	RME-REL-001.4: The RM service SHOULD be able to accept content with a range of packet size limits, as defined by the content provider.
	
	
	Yes
	MORE provides for fragmentation and packetization of data based on packet size limits as defined by the content provider/service.

	
	RME-IOP-003: Service enabled by the RM enabler SHALL be available whilst the user is roaming on a different network which is capable of RME services.
	
	
	Yes
	Services provided by MORE is agnostic of any network as long as the network conforms to existing standards based features to support such services.

	
	RME-SEB-001: The RM enabler SHOULD be able to reference and access AV stream.
	
	
	Yes
	MORE allows for the inclusion of internally embedded discrete and continuous media as well as the referencing of such externally linked media.

	
	RME-SEB-002: The RM enabler SHOULD be able to access metadata stream.
	
	
	Yes
	Metadata information such as media description, session description, SVG scene similarity, etc. are provided.

	
	RME-SEB-003: The RM enabler SHALL be able to specify multiple synchronization masters (e.g. This is required to deal with situations dealing with multiple synchronized groups of streams, such as video-on-demand.)
	
	
	Yes
	We do support synchronization of different media streams at the transport level as well as a certain amount of synchronization at the application level. However, it is not very clear as to the nature of the synchronization that the requirement is referring to.

	
	RME-NI-001: The RM enabler SHOULD be able to interface with any and/or multiple bearers simultaneously.
	
	
	Yes
	MORE supports 1-to-many broadcast/multicast services based on the underlying protocol.

	
	RME-NI-002: The RM enabler SHOULD be able to address bundle of stream.
	
	
	Yes
	MORE contains provision for depacketization of streamed media and consequent presentation.

	Updates and Interaction
	RME-FUNC-016: The RM enabler SHALL be able to discard RM data when it has been identified as no longer useful in the service.
	
	
	Yes
	The 'discard' element in SVG Mobile 1.2 allows authors to specify the time at which particular elements may be discarded. This is particularly useful for enablers to handle long-running documents.

	
	RME-FUNC-013: It SHALL be possible for the RM enabler to interact with the source of the rich-media content.
	
	
	Yes
	MORE supports remote interaction between the enabler and source of the content by extending existing protocols such as SMS, MMS, HTTP and RTSP.

	
	RME-FUNC-014: Interactivity and interaction SHALL be possible on a frame accurate basis (time code or relative time).
	
	
	Yes
	Provides interaction functionality at greater precision at sync samples as well as millisecond level to allow for greater time accuracy.

	
	RME-FUNC-027: It SHALL be possible to invoke an external application (e.g. MMS, SMS clients) from within the service and it MAY be possible to integrate those applications visually within the service interface.
	
	
	Yes
	Remote interaction is provided through SMS, MMS, HTTP and RTSP.

	Security and Persistent Storage
	RME-FUNC-018: The storage of RM data and the privacy to be applied to the stored information SHALL be possible on the client and/or on the server side.
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-FUNC-019: RM data and update SHALL be cachable locally i.e. on the end user device.
	
	
	Yes
	MORE proposes to utilize existing cachable mechanisms of the parent application (e.g. Browser).

	
	RME-FUNC-020: The RM enabler SHOULD be able to manage preference data (user and/or application) locally.
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-FUNC-021: The RM enabler SHALL NOT allow to share private data from one service to another (e.g. allocation of data to a dedicated service based on cookies-like functionality).
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-FUNC-022: End user privacy SHALL be respected.
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-FUNC-023: The service provider SHOULD be able to protect the RM content.
	
	
	Yes
	MORE is designed to use protection mechanisms (e.g. DRM) that exist for media constituting the RM content.

	
	RME-SEC-001: The RM enabler SHALL be able to store permanently private data in a memory area reserved by the RM enabler.
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-SEC-001.1: The RM enabler SHALL be able to securely store permanently a small amount of information for personal information purposes and RM session contexts (i.e. stateful session, icons, user preferences)
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-SEC-001.2: The RM enabler SHOULD be able to securely store temporarily a large amount of persistent information for content cache process and offline navigation.
	
	
	Yes
	MORE utilizes existing private storage mechanisms of the parent application (e.g. Browser).

	
	RME-SEC-001.3: The RM service SHOULD be able to define content storing mechanisms and the storing priority accoding to the rich-media service logic.
	
	
	Enabler Discussion
	Please see Note 1.

	
	RME-SEC-002: The RM enabler SHOULD be able to interface with the DRM client.
	
	
	Yes
	MORE is designed to interface with DRM mechanisms that exist for media constituting the RM content.

	Content creation Guidelines
	RME-FUNC-017: The content creator or service provider SHALL be able to define the lifecycle of RM data.
	
	
	Yes
	The start time, end time, duration can be specified for the SVG data as well as the embedded media.

	
	RME-USA-003.1: The author SHOULD have the choice of specifying what should happen between the request and the arrival of content or during buffering. Eg: continue to play the current scene, play a specific pre-buffered animation or transition, or do nothing.
	
	
	Yes
	This can be specified in SVG Mobile 1.2.


Note 1: It is not yet clear whether an RME specific personalization feature will be required, or whether RME will be able to use an externally defined personalization enabler. At this time browser environment personalization is supported by most implementations, either through proprietary means or through client/server standard mechanisms such as cookies, however there is no OMA standard which will guarantee a consistent handling of personalization across applications and services.
Change 4:  Chapter re evaluation
 Add section 7 and define its purpose to be the evaluation of the technologies based on the information contained in section 6.
7  Evaluation of the technologies against the requirements

In this section the technologies are evaluated against the following criteria
· Ability to meet the RME requirements

· Optimally satisfying test cases decided for the RME activity. For e.g. W3C SVG Test Suite
· Compliant with the rendering model of the SVG Tiny 1.2 profile including DOM Level 3 Event Model, ‘application/ecmascript’, ‘application/java-archive’ scripting languages.

· Compliant with the ISO base Media File Format as a container format of the RME data for aggregating the media, providing hint tracks to form transport packets and time-based random access within a session.

7.1 MPEG4 part 20 (LASeR)

<text>

The Mobile Open Rich-media Environment (MORE)

MORE is an open suite of W3C, OMA, 3GPP and IETF technologies combined to meet the requirements for formatting, packaging, compressing, transporting, rendering and interacting with rich media files and streams. It leverages the components of the existing OMA Mobile Application Environment (MAE) such as SVG Mobile 1.2 Profile (including rendering model), XHTML-MP and ECMAScript-MP (ESMP). It is also compatible with the Java applications environment (Java ME) via the shared DOM definition found in SVG (Mobile 1.2) and JSR-226. 

The MORE proposal includes enhancing SVG to directly support incremental scene updates that occur through animations, scripts, and changes in scene states.  These updates include SVG element addition, element deletion; element replacement and element attribute update. 

As the underlying data representation in RME is SVG based, MORE provides a solution to embed vector graphics content such as SVG into the existing 3GPP ISO Base Media File Format for progressive download or streaming of live rich media content over MMS/PSS/MBMS services. This method will allow the container format to be used for packaging rich media content (graphics, video, text, and images), enabling streaming servers to generate RTP packets, and clients to realize, play, or render rich media content. 

MORE has the ability to support interaction among the rich media clients and servers. Mechanisms for interactivity include provisions for local (client side) and remote interaction (server-client), as well as for real time and non-real time feedback over various broadcast and peer-to-peer transport protocols. Local interaction mechanisms are already part of the uDOM interactivity model based on W3C XML events and DOM Level 3 Events. At the transport level remote interaction MORE provides a framework and message format syntax for forward transmission protocols (e.g. RTP, FLUTE, and HTTP), client feedback (e.g. SMS, MMS, HTTP, RTSP) and mapping local interaction to these protocols to enable remote interaction.

Rich media is a term that implies the integration of all of the advances we have made in the mobile space delivering music, speech, text, graphics and video. This is true, but it is more then the sum of its parts. Rich media is the ability to deliver compelling services using these media types, singly or in combination, to interact with these services, and to do it in a way that allows for the construction, delivery and use of these services in an effective and economic manner.

To keep things in perspective, to accomplish an end-to-end rich media service we must: 

· Provide a presentation format for scene and dynamic updates.

· Define a solution for a container and delivery format.

· Define transport mechanisms for PtP and MBMS bearers. 

· Define client feedback protocols and necessary message formats.

· Accommodate client side event handling in the presentation format for scene and dynamic updates.

· Define application specific features such as client data management, persistent storage, user preferences, caching and localization for a complete end-to-end rich media solution. 

MOTIVATION

The ‘MORE’ (Mobile Open Rich-media Environment) proposal is based on the following design principles:

Technologies suggested for RME: 

· MUST be compatible with existing standards

· SVG Mobile 1.2, 3GP, SVG uDOM, JSR226. 

· For SVG, it MUST maintain the key-frame based representation. 

· MUST integrate and interoperate with the existing mobile application environment. (Browsing, Java Micro Edition, Native Applications).

· MUST be transport agnostic with existing transport services. 

· PtP and MBMS bearers.

· MUST be amenable to existing compression solutions. 
· deflate/gzip, potentially others in the future for example binaryXML 

· The scene/graphics compression ratio is not critical. 
· Utilize existing compression techniques for continous (ex; Audio/Video) and discrete (raster images) media. 

· MUST support download and play, progressive download and streaming with dynamic updates. 

· MUST consider error correction and resiliency during data transmission.

In the following sections, we describe various aspects of the MORE proposal based on sub-areas as identified in section 5.2 of this document.
PRESENTATION FORMAT FOR SCENE AND DYNAMIC UPDATES

Although SVG Mobile 1.2 supports prefetching for progressive download, during real time streaming, content may change through animations and changes in scene states. This sequence of scene description and its spatial/temporal modifications needs to be streamed from the server to the players on the client device.

A scene describes the spatio-temporal organization of scene elements, synchronization information and interaction among the SVG elements. A scene is typically first sent to the client to initialize the presentation layout. A scene can either be a complete SVG document or content enclosed between <g></g> tags where the g element rendering will start when the g closing tag has been parsed and processed and when all the internal and external resources required by the scene have been resolved. Further, a scene may incorporate <use> elements previously defined in the <defs></defs> block, similar to the prefetch functionality provided by SVG for progress download (For details, refer: http://www.w3.org/TR/SVGMobile12/struct.html#PrefetchElement). Scene updates are incremental updates to the SVG DOM that are transmitted to the client one at a time. These updates include SVG element addition, element deletion, element replacement and element attribute update operations. As the scene updates are concerned directly with SVG content, we propose to reuse the scene update currently being defined in the W3C SVG working group. 

Scene describes the spatial organization of scene elements, the temporal organization of scene elements, synchronization information, and interaction among the SVG elements. A scene is typically first sent to the client to initialise the presentation layout. A scene can either be a complete SVG document or the content enclosed within <g></g> tags where the g element rendering will start when the g closing tag has been parsed and processed and when all internal and external resources required by the scene have been resolved. Further, a scene may use elements (<use>) previously defined in the <defs></defs> block. This is similar to the prefetch functionality provided by SVG for progressive download (Refer: http://www.w3.org/TR/SVGMobile12/struct.html#PrefetchElement)  

Scene updates are incremental updates to the SVG DOM that get sent to the client device one at a time during streaming.  These updates include SVG element addition, element deletion; element replacement and element attribute update in the form of add, delete, and replace operations. Note that the updates can be a combination of one or more of these operations depending on the content provider. The client could potentially choose to update the SVG uDOM with this content update information without destroying and recreating the SVG uDOM for every streamed packet of information.  Also, note that a scene update can comprise of a complete scene for example in the case of refreshing the client with a completely new scene.

We would like to coordinate this aspect of the rich media solution with W3C. In light of this, we propose the following scene update elements that can be easily aligned or paralleled to the SVG Micro DOM (uDOM) operations as specified in SVG Mobile 1.2 draft specification. As a note, this proposal is already being discussed in the W3C SVG working group.
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Here are some examples illustrating the concept of the scene updates.
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Figure 1: SVG Content Updates
CONTAINER AND DELIVERY FORMAT

In the case where the presentation format is SVG based, the ‘MORE’ proposal uses the 3GP File Format (ISO Base Media File Format) both for file download and as a server format for streaming. For storage, messaging and download applications, the “Extended-presentation profile” of the 3GP file format (Ref: TS 26.244) is used to embed graphics media (SVG) as a file in the Meta box. Other resources, e.g., raster images (files) and audio/video streams (tracks), are included in the file same 3GP container file, which can be interleaved and optimized for progressive download. 

In order to provide a server file format for streaming of SVG, the ‘MORE’ proposal also provides a method to embed vector graphics content in a track of a 3GP file, such that the 3GP File Format can be used for streaming of pre-authored or live rich media content over PSS/MBMS bearers. This method will allow the file format to be used for packaging of rich media content (graphics, video, text, raster images), enable streaming servers to generate RTP packets, and clients to realize, play, or render rich media content. 

In our proposal, we allow provision for a new SVG media handler to be defined and for the use of existing XML meta boxes to store the SVG data. Other boxes defined in the format include general presentation information for SVG media, timing and synchronization information for scene and scene updates, and information needed to decode the SVG samples. Random access functionality is also defined to allow the client to move to any point in time during the presentation, where an SVG scene can behave as a random access point. Session description formats are also stored to specify the session description for the transport of SVG and its discrete and continuous embedded media.  In order to properly construct RTP packets from the ISO Base Media Container Format, our proposal includes hint track definitions for transporting content over RTP.  A similar hint mechanism for FLUTE (and a combination of RTP and FLUTE) may also be used. 


TRANSPORT MECHANISMS

A rich media service must support “download and play/progressive download” and streaming delivery methods. Furthermore we need to be able to support these delivery methods in 1-to-1 and 1-to-many delivery channels as shown in the table below:

	
	Download and Play/

Progressive Download
	Streaming

	1-to-1 Delivery
	HTTP
	RTP/UDP + PSS

	1-to-Many Delivery
	FLUTE
	RTP/UDP + MBMS Streaming Framework


In our proposal, we provide transport mechanisms for supporting the download of SVG over HTTP for 1-to-1 delivery. For 1-to-many delivery, FLUTE/UDP can be used for progressive download/download and play. An RTP payload format is specified to enable live streaming and the streaming of preauthored rich media content.  In addition to the payload format, RTP payload types are defined to categorize and transmit information. Such information includes sample description, SVG scene sample or one or more of its fragments, SVG scene update samples or one or more of its fragments. Other useful information necessary for the SVG presentation is a current list of active SVG elements on the client and SVG sample similarity information to allow for SVG DOM optimisations on the client.

SVG can contain media embedded within the content and are of two types – continuous, e.g. audio and video, and discrete, e.g. images. Our proposal is to transmit SVG content, and embedded continuous media of any length as separate RTP streams. Any embedded discrete media is transmitted over HTTP or FLUTE. This concept is described below in more detail.

The continuous embedded media can be internally embedded with the SVG presentation, i.e. in the same container as the other media or it can be externally embedded, i.e. a url can be provided in the SVG content that references media present on a server or any external resource. Session Description information is provided only for internally embedded continuous media, while the receiver can request externally embedded continuous media from the external streaming server.

Discrete embedded media can be transmitted by either (1) sending them to the user equipment (UE) in advance via a FLUTE session; (2) sending them to each client on a point-to-point bearer before the streaming session, in a manner similar to the way security keys are sent to clients prior to an MBMS session; (3) having a parallel FLUTE transmission session independent of the RTP transmission session if both discrete and continuous media are transmitted at the same time, and if enough radio resources are available, or (4) having non-parallel FLUTE and RTP transmission sessions to transmit all of the data due to the limited radio resources.

In addition to transport mechanisms, we need to take transport resiliency and error management into account. In order to ensure that critical content is delivered reliably to the client, mechanisms for the following two processes must be properly identified: 

Error Detection: Being able to detect packet losses either at the server/client side. Our proposal includes priority (PR) and counter (CTR) fields to not only detect a break in the sequential ordering of packets but also determining the priority of the missing packet to evaluate whether error recovery is necessary for the particular application. 

Error Recovery: Providing packet loss recovery by several methods such as data redundancy (e.g. using FEC in MBMS), RTP retransmissions (e.g. PSS). 

CLIENT FEEDBACK

Different transport schemes have different capabilities and their usage depends on the nature of the rich media application. We propose certain extensions to commonly used standard protocols and services such as SMS, HTTP, MMS, RTSP to facilitate rich media based feedback to contain SVG event information, element attributes, information required, etc. In our proposal, we extend text based SMS to contain information about SVG based events. MMS may contain 3GP files and any textual feedback information can be stored in the XMLBox and DataBox. We use the GET/POST/PUT commands in HTTP and the PLAY, PAUSE, RECORD, etc. commands in RTSP for feedback
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CLIENT SIDE EVENT HANDLING

Since the base presentation format is SVG Mobile 1.2, the client will incorporate DOM Level 3 Events in the rich media player as specified by W3C. The DOM Level 3 Event Model is designed with two main goals. The first goal is the design of a generic event system that allows registration of event handlers describes event flow through a tree structure and provides basic conceptual information for each event. The second goal of this event model is to provide a common subset of the current event systems used in browsers. This is intended to improve interoperability of existing scripts and content. For more information regarding the model, please refer to http://www.w3.org/TR/2003/NOTE-DOM-Level-3-Events-20031107/Overview.html
COMPRESSION AND ENCODING

The use of compression and content specific encoding techniques are economically driven decisions. Rich media content consists of SVG scenes and scene updates along with other embedded media. For streaming purposes, existing compression methods can be re-used for embedded media. However, compressing small-sized SVG parts of the content results in significant overhead. Gzip performs well for larger sized SVG content. Hence, there is no specific need for introducing a new compression mechanism for rich media. This approach may be modified depending upon the outcome of the W3C work on XML compression. In any case, it is important to view any encoding and compression decisions as orthogonal and separable from any base design decisions. 

CONCLUSION

As a summary, we present solutions that address various technology components that are needed (and are inline with our agreed scope of work) for enhancing rich media capabilities of SVG Mobile 1.2 for several types of real-time, interactive and streaming mobile applications. The solutions include scene update syntax for dynamically delivering and updating scene content, a storage format for SVG content based on ISO Base Media File Format including media synchronization, transport mechanisms and packetization for SVG and its discrete/continuous embedded media, forward transmission, client feedback, client-side event handling, and compression.
7.x  Summary 

<text>
appendChild: This element is used to append the content with a new element (myCircle) as a child of the specified parent element (href). If insertBefore is specified, the new element is inserted before this element.





<appendChild xlink:href = “#myScene” insertBefore = “#myRect”>


	<circle id = “myCircle” cx =“20” cy =“20” r =“50” fill =“yellow” />


</appendChild>








setAttribute: This element is used to update attributes of the content specified by the target element (href). The attributeName and attribute values correspond to attribute and value of the target element to be added or replaced.





<setAttribute attributeName =“x” attributeValue = “10” attributeType =”CSS/XML/auto” xlink:href =“#myRect” />








removeChild: This element is used to remove the specified element (href) from the content or DOM object model.





<removeChild xlink:href =“#myRect”/>





This update is ignored if the element specified in the syntax does not exist. Also, if the element under contention happens to have children, the entire sub-tree is removed from the client’s memory. However, only the element is deleted if it is a leaf node.








replaceChild: This element is used to replace an existing element (href) from the content with a new element (myEllipse). This operation is essentially in-order combination of removeChild and appendChild operations.





<replaceChild xlink:href = “#myCircle”>


<ellipse id = “myEllipse” cx =“40” cy=“35” rx =“110” ry =“60” fill =“blue” />


</replaceChild>








sceneUpdate:  The sceneUpdate is used as a container element for carrying the scene updates. The <sceneUpdate> can include one of more update elements. In other words, all the updates must be grouped under this element before they are delivered to the client or user agent.  The execution of the updates is performed in the same order in which they are specified within the <sceneUpdate> element. The attribute ‘newScene’ indicates whether the scene update contains a new scene or just an update to the existing scene.


<sceneUpdate newScene=”True|False” >


     <appendChild xlink:href = “#myScene”>


           <circle id = “myCircle” cx =“40” cy =“20” r =“100” fill =“green” />


     </appendChild>


     <removeChild xlink:href =“#myEllipse”/>


</sceneUpdate>








e) Applying replaceChild - 


Here the element ‘myCircle’ is replaced with an ellipse ‘myEllipse’











c) Applying appendChild. Here a circle with id ‘myCircle’ is added to the content.





b) Applying setAttribute to the attribute ‘x’ of the rectangle element ‘myRect’ . The update changes the position of the rectangle.





d) Applying removeChild. Here the element ‘myRect’ is deleted from the content.





a) The initial scene with a rectangle element ‘myRect’.








f) Applying a group of content updates, where a circle is appended and the ellipse is removed.
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