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1 Reason for Contribution

This document provides answers to the questions and comments raised on the MORE proposal for the RME WP.
2 Summary of Contribution

Answers to questions and comments on the MORE proposal for the RME technology landscape. Also please refer to the detailed MORE proposal for further information.
3 Detailed Proposal

Comments and question on section 5.2:

	ID
	Section 5
	Proposal
	Question
	Answer

	1
	Section 5.2

3rd paragraph
	As the underlying data representation in RME is SVG based,
	Could you add the profile of the SVG specification you proposed ?

Does it means that some extensions  above the SVG profile you are talking about need to be provided ?
	In this statement, we refer to underlying data and rendering model.

MORE uses SVG Mobile 1.2 specification without any extensions or restrictions.



	2
	Section 5.2

3rd paragraph
	as well as for real time and non-real time feedback over various broadcast and peer-to-peer transport protocols
	what is non-real-time feedback ? what is the use case for it ?
	Non real-time feedback is feedback not sent immediately, i.e. in real time. Future/upcoming content is not influenced by this feedback. Use cases include voting, delivery verification reports.

	3
	Section 5.2

4th  paragraph
	MORE provides a framework and message format syntax
	Is it an existing framework ? Is the message format syntax specify ? 
	Yes, based on existing transport mechanisms like RTP, FLUTE, and HTTP.

	4
	Section 5.2.1
	
	Could you clarify which open standard specifications you are referring too ?
	W3C, OMA, 3GPP

	5
	Section 5.2.2
	
	If the 3GPP file format can be used as is to fulfil the MORE proposal and the RME/DIMS requirements, could you clarify what is the reason for the paragraph  7.2.3 ? If not could you elaborate in this § ?
	Adding SVG as a new media in the container format for the purpose of streaming, and defining how it coexists and interacts with other media.

	6
	Section 5.2.3

Services and transport mechanism
	This area refers to the ability to support download and play, progressive download and real-time streaming, efficient transmission of rich media data and updates over standard protocols such as HTTP, FLUTE, RTP, facilitating random access to different parts of the presentation over time, graceful handling of packet loss, retransmission and error correction of lost packets, quick tune-in to the presentation by clients at any time during the life cycle of the rich-media presentation. Some of these low-level transport technologies are outside the direct scope for OMA; MORE proposes to coordinate any work in this area with 3GPP/IETF as needed.

	graceful handling of packet loss: Is this not related to the media type functionality as stated by the requirement ? why is it in this section ?

retransmission and error correction of lost packets: There are no requirements for that. Does MORE intend to define more than RME ?

quick tune-in to the presentation by clients: Isn’t it at the media type level ? Which technology does MORE use to provide the quick tune-in feature ?
	Graceful handling of packet loss is relevant to both transport and media type.

Transport mechanisms should provide at least  some information to the media decoder (for example, concealing errors).

Media type functionality should be able to utilize the information to provide graceful degradation of media quality.

It is not a requirement, but are possible solutions for grace handling of packet loss. 

For quick tune-in MORE uses the following:

- Random access points

- Transmitting the current scene in short intervals to the tuned in client.
- Transmission of current list of active SVG elements to the client.

- The use of timing for packet ordering and packet expiration.

	7
	Section 5.2.4
	Local event management should be  handled through DOM Events, which is a W3C technology.
	are you proposing requirements for a technology, or a technology ? what is the point of mentioning “is a W3C technology” ?
	This section refers to the technologies and the SDOs, to collaborate with for defining these technologies.

	8
	Section 5.2.5
	SVG event information

To enable remote interaction and providing quality of service metrics
	what is “SVG event information” ?

Do we have a requirement for that ? Could you clarify the intent ?
	SVG event information refers to the information associated with SVG events (http://www.w3.org/TR/2004/WD-SVG12-20041027/eventlist.html). For example, it could be X, Y attributes associated with a click, or user information such as a movie selected from a drop down menu.



	9
	Section 5.2.6
	Enabling the storage of user preferences, caching, private data   management, DRM and localization.
MORE proposes this work be done in OMA.
	Do we have a requirement for localisation ? Could you clarify the intent ? 

this means that the MORE proposal does not satisfy this requirement, right ? and OMA needs to fill the gap. Is this an appropriate text for the landscape document ?
	User Preferences - may be handled by other OMA enablers, if they are capable of supporting the requirements. This is important because DM (Device Management) AC (Applications Characteristics) will take into account backup of preferences and other issues that are out of scope for RME. If no DM services are available an API for interfacing to the local client storage mechanism will be supported.

Caching – will rely on the current browser caching mechanisms for the caching and management of temporary data. Streamed data will require larger caches then are now common on many devices.

Private data – shall make use of the PSTOR enabler if it is available, else an API for interfacing to the local client storage mechanism will be supported.

DRM protected data – will make use of OMA DRM services to support the decoding and authorization of protected content.

	10
	Section 5.2.7
	
	JCP has not been proposed within the OMA coordination work with other SDO’s. Could you explain why it makes sense to coordinate with JCP for guidelines ?
	JCP (JSR-226) has played an important role in developing uDOM API and addressing interoperability issues. Therefore, it is important to coordinate with JCP to ensure full compatibility with their specifications.


Comments in section 6:

	ID
	Section 6
	Proposal
	Question
	Answer

	001 
	General requirement for the mediatype

RME FUNC 001

The RM enabler SHALL support methods to minimize the latency perceived by the end user.


	Supports real time streaming through packetization and dynamic updates of content.
	
Streaming is a transmission mechanism. How does it relate to the the requirement ?

In non streaming use cases (which are the most frequent), does the MORE proposal provide mechanism to fullfill the requirements ?
How do you achieve streaming of a static scene description ?

Which packetisation is provided ? Is it specified ?
How can you achieve real time streaming when using a gzip compression technology ?

which dynamic updates are you talking about: the one described in this document? the REX proposal? 

Is it specified and implemented ? 


	Streaming indicates that the client does not have to wait for the entire file to be downloaded, in other words minimizing perceived latency.

MORE provides for progressive download/rendering mechanisms as specified in SVG Mobile 1.2 specification.

RTP packet type is defined for a static scene (Please refer MORE proposal).

Packetization is provided through RTP payload packets.

MORE does not commit to a specific compression technology, but gzip is one option. Gzip can be used for large scenes and small sized content can be transmitted as is to reduce overhead.

The scene update in MORE proposal will align with W3C efforts in this area. A joint effort has been established between SVG WG and Web Apps API groups to define this mechanism and processing model that is consistent with W3C specs.

	002 
	General requirement for the mediatype

RME FUNC 002

It SHALL be possible to present multiple RM data sources within a single scene.
	The scenes allow for embedding raster and vector graphics, video and audio with SVG as defined SVG Mobile 1.2 profile
	How do you relate this requirement which speaks about presenting with this comment about embedding ? Could you clarify ?
	With SVG, one can embed (base64) and reference (xlink:href) media. In addition, using xlink:href, one has the ability to reference data from multiple external resources.

	003
	General requirement for the mediatype

RME FUNC 003

The RM enabler SHALL be able to render, within one scene, data and updates received from different sources (eg:networks and delivery mechanisms, content provider). Note: the service provider should be the same
	The scene updates allow for embedding raster and vector graphics, video and audio with SVG as defined SVG Mobile 1.2 profile.
	since the requirement is about multiple sources for RM data, how does 
the comment answer all of the requirement ?

Then same as above.
	To resolve updates received from different sources, timing and inter source conflict have to be taken into consideration.

For timing, the RM enabler makes use of 

run-time synchronization functionality that SVG Mobile 1.2 inherits from SMIL 2.0. These attributes are syncBehavior, syncTolerance and syncMaster attributes, specified on the 'audio', 'video' and 'animation' elements, and syncBehaviorDefault and syncToleranceDefault attributes specified on the svg element.

For resolving content conflict (e.g. one source attempts to add an SVG element, and another source attempts to delete the SVG element), session priority is applied through the Session Description Protocol (SDP). The terminal takes care of this priority information at its discretion.

	004
	General requirement for the mediatype

RME-FUNC-009: 

RM content SHALL be dynamically updatable in real time by the RM enabler.
	Scene updates in the form of add, delete, replace operations can be streamed at real time to the client.

Currently, scene updates is being discussed as a work item in the Web Applications activity in W3C.
	Which dynamic updates are you talking about: the one described in this document? the REX proposal? 

Is it specified and implemented ? 

Is the intend for MORE to use the W3C scene update or the MORE scene update ?

Is this group chartered to work on this ?
	SVG WG has shown great interest in defining scene update mechanisms, and is keen on developing this technology in time for the RME specification. The current charter of Web Apps API will be responsible for maintaining the specification.

It is considered right to allow W3C to specify this technology to ensure full compatibility with the processing/rendering model of SVG.

	005
	General requirement for the mediatype

RME-FUNC-012: The service provider SHALL be able to create links between RM content at arbitrary times or places in the scene.
	Supports linking between content as specified in SVGT 1.2 using xlink:href attribute and Animation module.


	Could you clarify how MORE answers to the requirement: SVG does not have a timing component for scene updates, so how is this achieved ?


	Random access is provided to create links to arbitrary points in the scene/content. Further, the timing for each sample is specified in the ISO Base Media File Format, and is present as a timestamp for the RTP packets formed out of this container format.

Also SVG provides the capability of seeking between arbitrary times using the href property when pointing to an animation.

	006
	General requirement for the mediatype

RME-FUNC-015

The RM enabler navigation and interaction SHALL be  agnostic to the type of MMI provided (eg using any input device )
	MORE supports this feature with guidelines to the author to create content that does not depend on specific input such as mouse events.
	how does MORE help with authoring content that will work with devices with varying keyboard configurations ? and with various mixes of virtual (on screen) and real keys ?
	MORE provides a set of guidelines and recommends that the author utilizes input device agnostic events. For example, designing content to react to the “activate” UIEvent rather than a “click” MouseEvent.

	007
	General requirement for the mediatype

RME-FUNC-025

The RM enabler SHALL allow an end to end optimizations to be applied (eg: compression, preparsing, data preconditionning)  
	For streaming purposes, existing compression methods can be used for embedded media (e.g. audio, video, images).

 However, compressing small sized SVG part of the content results in overhead. Gzip performs well for larger sized SVG content.

MORE is open to future standards-based optimizations if available.
	which compression methods are you referring about ?

why is this statement limited to embedded media ? Is compression of the scene data supported ?

how do these statements relate to the proposal fitness to the requirement ?

Is it a proposal for a phasing approached? What about the existing mpeg standards ?
	Any 3GPP/OMA supported media codecs can be used. For example, AMR Wideband for audio, H.264 for video, etc.

For small amount of content, it may not be worthwhile to enforce compression. There will be some degree of overhead in compressing and decompressing versus raw data, given any compression method. This may be orthogonal to the goal of providing end-to-end optimization.

MORE does not mandate a particular compression method. The primary motivation behind the architecture of the MORE system is the need for a strong separation of interfaces and layers. By enforcing such a strong separation, allows us to pick a best of breed compression approach, and to change it over time if necessary. This also prevents a monolithic approach that relies on services in one layer to achieve performance in a higher layer.

	008
	General requirement for the media type

RME-FUNC-026

RME-USA-001

The RM enabler functionality SHOULD be scalable from constrained terminals to unconstrained terminals.
	MORE is based on SVG Mobile 1.2 profile, which is designed for both constrained and unconstrained terminals.
	MORE is much more than SVGT1.2, what is the smallest device on which a MORE implementation can run ?


	The additions in MORE  on the client side are concerned with scene updates that are small in size and can be reasonably implemented on a constrained device capable of SVG Mobile 1.2. MORE makes no changes to the semantics or syntax of SVG Mobile 1.2, and hence the extensions are simple.

	009
	General requirement for the media type

RME-FUNC-029

Text scrolling and slideshow SHALL be provided
	The MORE client can allow for scrolling and rendering slideshows with the use SVG Mobile 1.2 features.
	how is the problem of scrolling a piece of text solved when the size of the text is not known at authoring time ?


	The animation element controlling the scrolling text can be updated when the text itself is updated using a script that queries the text width.

	010
	requirement for the media type

RME-FUNC-030

The RM enabler SHALL allow best effort font management regardless of screen size language and fontstyle.
	MORE supports both system fonts as well as SVG based embedded fonts.
	Could you clarify how MORE supports system fonts when SVG does not mandate the usability of system fonts ??
	The MORE proposal does not place any restrictions on the use of text and fonts in content and therefore provides the same level of support available in SVG Mobile 1.2.
Not sure why you would mandate the use of system fonts.

	011
	requirement for the media type

RME-USA-001: The RM enabler functionality SHOULD be scalable from contrained to unconstrained terminals, in the form of nested sets of features supporting content adaptation.
	MORE is based on SVG Mobile 1.2 profile, which is designed for both constrained and unconstrained terminals.
	same as [008]. 

Since the SVG WG explicitly discourages profiles other than Tiny, how do you reconcile this requirement with the MORE proposal ?
	Same as comment in [008].



	012
	General requirement for the media type
RME-USA-002: The RM enabler SHOULD use a very small footprint and require very limited performance when using the smaller sets of features.
	MORE is based on SVG Mobile 1.2 profile, which is designed for small footprint.
	Same as above.
	Same as comment in [008].

	013
	General requirement for the media type
RME-USA-003: The RM enabler SHOULD continue to render the RM service while content requested by the end user is not yet available (triggered by a click on a url or a press on a key).
	SVG Mobile 1.2 supports for rendering content while requesting for resources currently unavailable. The user can request for resources through scripting.
	As scripting is a very expensive solution is there another, more efficient way of achieving the same feature without scripting in MORE ?
	Yes, scripting is one option of invoking external resources and the user can also fetch the external resources similar to resources obtained by using by xlink:href. This second approach may vary based on user agent capabilities.

	014
	General requirement for the media type
RME-IOP-002: Old versions of the RM enabler SHALL be forward compatible.
	The design of MORE based on open standards and therefore is extendable.
	As open standards are not necessarily extendable, how does MORE answer this requirement precisely (forward compatibility)? 
	MORE is based on open standards AND does not alter the semantics of such standards. This allows MORE to extend to future version of open standards based technology. 

We disagree with your comment that open standards are not necessarily extendable. Please clarify how?

	015
	Requirement for the Container Format

RME-FUNC-005: It SHOULD be possible for the service provider to aggregate RM updates.
	The ISO Base Media File Format can aggregate media (SVG, audio, video, raster and vector graphics) in scene updates.
	If the media is added as part of an update, how do you add a new stream to an ISO base media file ?


	Please refer to the container format section in the MORE proposal. We define a new media box for SVG and provide information for SVG to interact with existing media (e.g. audio, video) present in the container format. The timing synchronization provides the interfacing with these multiple media, and do not see a need to add a new stream to the file format.

	016
	Requirement for the Container Format

RME-FUNC-006: RM data rendering time and synchronization SHALL be controllable by the RM enabler.
	Timing and time to decode information are stored in the ISO Base Media File Format to synchronize samples of different media.
	Could you clarify how MORE achieves the link between the file format time stamps and the presentation time of the scene and  updates ?
	MORE uses the RTP timestamp in the RTP payload (taken from the media time sample boxes in the container format) and the NTP timestamp (in the RTCP sender report) to form a pair that identifies the absolute time of a particular sample in the stream. For example, if the RTCP sender report contains an RTP timestamp of 1234 and an NTP timestamp indicating February 3, 10:14:15, it means that sample 1234 in the media stream occurred exactly on February 3, 10:14:15.

	017
	Requirement for the Container Format

RME-FUNC-007: The service provider SHALL be able to express an appropriately accurate synchronization for the RM data which SHOULD be honored by the enabler.
	Synchronization can be provided through the ISO Base Media File Format.
	The ISO base media file format provides support for the synchronization of media streams, but its synchronization specification is never used outside of the Quicktime framework: Do you plan to rely on the legacy synchronization specification in QuickTime file format ?

This requirement is a SHALL, could you clarify what is/will be proposed by MORE to fulfil this requirement ? Does it exist yet ?
	Same as above.

	018
	Requirement for the Container Format

RME-SYS-001: The RM enabler SHOULD be able to interface with other resident clients on the phone
	As MORE does not alter the semantics of the clients’ rendering language, it provides for a flexible user agent that can be easily integrated with other enablers in an OMA environment.


	What’s the links with the ability to interface with other clients on the phone ? Could you elaborate ?

Could you explain what is a flexible user agent ?


	At the architectural level the content will use the same DOM definition across XHTML and SVG allowing document interaction.

At the API level, MORE will be able to interact with JAVA applications through the shared DOM and the use of the JSR-226 API

At the application level MORE will support the URI schemes mechanism for invoking other applications.

	019
	Requirement for the Container Format

RME-SYS-002: The RM enabler capabilities SHALL be expressable within UAPROF.
	External dependency enalber

MORE utilizes existing UAPROF capabilities of the parent application (e.g. Browser), as well as the capabilities being developed as part of OMA’s Device Profiles Evolution (DPE) work.
	As DPE is a new work item in OMA, are you proposing a phasing approached on this point?
	UAProf 2.0 is not a new work item. Required vocabulary can be developed in the existing UAProf framework. This should be extended to DPE to better handle dynamic data situations in the future.

	020
	RME-System Element A (browser): The RM enabler SHOULD be able to interface with the browser client.
	As MORE does not alter the semantics of the clients’ rendering language, it provides for a flexible user agent that can be easily integrated with the browser in an OMA environment.


	what is the link with the ability to interface with the browser on the phone ? Could you elaborate ?
	Same as comment in [018].

	021
	Requirement for the Container Format

RME-System Element B (AV codec): The RM enabler SHALL be able to address and to provide a tight integration with AV codec.
	The MORE UA has tight timing synchronization and architectural integration with the AV codecs associated with SVG Mobile 1.2 profile.
	what is the relationship between the required tight integration with AV codecs, and the tight timing synchronization in the answer ? it looks irrelevant to me. what is the architecture of the integration of AV codecs with SVGT1.2 ? no such thing is defined in SVGT1.2
	MORE utilizes the run-time synchronization functionality that SVG Mobile 1.2 inherits from SMIL. These attributes are syncBehavior, syncTolerance and syncMaster attributes, specified on the 'audio', 'video' and 'animation' elements, and syncBehaviorDefault and syncToleranceDefault attributes specified on the svg element.



	022
	Requirement for Services and Transport Mechanisms

RME-FUNC-010: Efficient transmission (low delay, low overhead) of RM data and updates SHALL be provided.
	Transmission includes effective packetization and fragmentation.
	what fragmentation strategy is planned to be used in MORE ? is it different from the packetisation strategy ? Is it specify ?

Could you explain the links with the requirement, delay, overhead ?
	Fragmentation is needed when an entire sample cannot fit in one transport packet. The packet size depends on several factors such as the server’s capability, operator, network conditions, etc.

Packetization involves packetizing samples an/or one or more of their fragments into transport packets.

	023
	Requirement for Services and Transport Mechanisms

RME-FUNC-011: RM content SHALL be available in streaming, progressive download and download.
	Download and progressive download are already possible using SVGT 1.2 and MORE provides for packetization of SVG for streaming purposes. The ISO Base Media container format also provides for download, progressive download and streaming profiles.
	What packetisation MORE intend to use or define ? Does is already exist ?

The iso base media files are not made to be streamable, so how does MORE intend to make it streamable ? Does it exist ? If not how this proposed text relates to the requirement ?
	Packetization is provided via RTP payload packet formats defined in the MORE proposal.

The ISO Base Media Files are used by the streaming server to obtain synchronization and hint track information to form RTP packets for streaming. We do not understand why the ISO Base Media needs to be streamable, and clarification regarding the question is requested.

	024
	Requirement for Services and Transport Mechanisms

RME-REL-001: The RM enabler SHALL support graceful handling of packet loss.
	Providing actual packet recovery by several methods such as packet redundancy (e.g. using FEC in MBMS), retransmission (e.g. PSS).
	Does MORE propose a solution at the network level ? Is it yet specify ?

How does it relate to the requirement which is at the enabler level ?

Is there requirement for packet redundancy ?

Is there requirement for retransmission ?
	Packet recovery methods are relevant to both transport and media type.

FEC and retransmissions are existing transport level mechanisms for packet recovery. MORE simply reuses them. 

MORE supports graceful recovery from packet loss at the media level also by providing mechanisms for error detection and error concealment. 



	026
	Requirement for Services and Transport Mechanisms

RME-REL-001.1: The RM enabler SHALL be able to support re-synchronization with an existing active stream.
	Allows provision for quick tune in to an existing active stream during the presentation.
	How is the quick tune in feature provided ? What kind of provisioning are you referring to ?

What is an active SVG stream ?  How does MORE define an SVG stream ?
	For quick tune-in MORE uses the following:

- Random access points

- Transmitting the current scene in short intervals to the tuned in client.
- Transmission of current list of active SVG elements to the client.

- The use of timing for packet ordering and packet expiration.

 

	027
	Requirement for Services and Transport Mechanisms

RME-REL-001.2: The RM enabler SHALL support arbitrary access points to tune in the middle of the content.
	The container format that contains the RM data provides random access points to allow clients to tune into or access an arbitrary random access point in the presentation.
	Are you referring to the 3GPPFF ? Is MORE proposing  an enabler functionality or a container format functionality ?How does it relate to the requirement ?

Could you explain which technology provides tune in capability in SVG Tiny 1.2 ?
	Arbitrary access points are defined in the container format and it is the enabler that utilizes this information to allow for arbitrary access to the content.

Tune-in is provided as mentioned above.

	028
	Requirement for Services and Transport Mechanisms

RME-REL-001.3: The RM enabler SHOULD handle duplicated data provided for error recovery purposes.
	Providing packet redundancy (e.g. using FEC in MBMS).


	Is it a network functionality ? How the MORE enabler will handle the duplicated data at the media type level?

How does it fulfil the requirement ?
	Providing packet redundancy is a solution for error recovery requirement.

Error recovery is relevant to both network and media type.

Network mechanisms should provide at least  some information to the media decoder (for example, FEC).

Media type functionality should be able to utilize the information to provide graceful degradation of media quality.

	029
	Requirement for Services and Transport Mechanisms

RME-REL-001.4: The RM service SHOULD be able to accept content with a range of packet size limits, as defined by the content provider.
	MORE provides for fragmentation and packetization of data based on packet size limits as defined by the content provider/service.
	Is the specification of fragmentation in MORE available?

Is the specification of packetisation in MORE available ?
	Fragmentation of data and specification for packetization are defined in the RTP payload packet formats.

	030
	Requirement for Services and Transport Mechanisms

RME-IOP-003: Service enabled by the RM enabler SHALL be available whilst the user is roaming on a different network which is capable of RME services.
	Services provided by MORE is agnostic of any network as long as the network conforms to existing standards based features to support such services.
	Is or will ? Does it exist yet ?
Could you clarify which existing standards based features are you referring to ?
	MORE uses transport protocols such as RTP, FLUTE/ALC, HTTP based on existing standards.

	031
	RME-SEB-002: The RM enabler SHOULD be able to access metadata stream.
	Metadata information such as media description, session description, SVG scene similarity, etc. are provided.
	Is it an extension above SVGT1.2 ? does it already exist ?
	The metadata information stored in the container format, is used for forming RTP packet types for the purpose of streaming.



	032
	Requirement for Services and Transport Mechanisms

RME-SEB-003: The RM enabler SHALL be able to specify multiple synchronization masters (e.g. This is required to deal with situations dealing with multiple synchronized groups of streams, such as video-on-demand.)
	We do support synchronization of different media streams at the transport level as well as a certain amount of synchronization at the application level. 

However, it is not very clear as to the nature of the synchronization that the requirement is referring to.
	Could you elaborate on this ? Is it yet specify ? How does it relate to the requirement ?

Could you elaborate on  the level of synchronization you are referring to ?

what do you mean by synchronization at the application level ? Which specification provides this functionality ?

What is the intent of this comment ?
	At the transport level, MORE uses the RTP timestamp in the RTP payload (taken from the media time sample boxes in the container format) and the NTP timestamp (in the RTCP sender report) to form a pair that identifies the absolute time of a particular sample in the stream. For example, if the RTCP sender report contains an RTP timestamp of 1234 and an NTP timestamp indicating February 3, 10:14:15, it means that sample 1234 in the media stream occurred exactly on February 3, 10:14:15.

At the application level, MORE utilizes the run-time synchronization functionality that SVG Mobile 1.2 inherits from SMIL. These attributes are syncBehavior, syncTolerance and syncMaster attributes, specified on the 'audio', 'video' and 'animation' elements, and syncBehaviorDefault and syncToleranceDefault attributes specified on the svg element.

The RME requirement does not specify the level of synchronization to be provided.

	033
	Requirement for Services and Transport Mechanisms

RME-NI-001: The RM enabler SHOULD be able to interface with any and/or multiple bearers simultaneously.
	MORE supports 1-to-many broadcast/multicast services based on the underlying protocol.
	is MORE limited to 1-to-many ? How does it relate to simultaneous bearer ?

Does MORE provide any mechanism at the enabler level ?
	MORE supports rich media delivery using either 1-to-1 bearers or 1-to-many bearers or a combination of both.

Depending on the service and the terminal capabilities, an appropriate set of bearers can be chosen to deliver the rich media content. Some of these bearers can also be used simultaneously. 

	034
	Requirement for Services and Transport Mechanisms

RME-NI-002: The RM enabler SHOULD be able to address bundle of stream.
	MORE contains provision for depacketization of streamed media and consequent presentation.
	which depacketisation / packetisation are you referring to ? Is it yet specify ? Is it at the enabler level ?
	Packetization and depacketization are provided based on the RTP payload packet formats defined in the MORE proposal. At the enabler, the depacketizer is used to depacketize the RTP packets.

	035
	Updates and interaction requirements

RME-FUNC-016: The RM enabler SHALL be able to discard RM data when it has been identified as no longer useful in the service.
	The 'discard' element in SVG Mobile 1.2 allows authors to specify the time at which particular elements may be discarded. This is particularly useful for enablers to handle long-running documents.
	Is MORE limited to the discard element ? How MORE handle the discard of data based for instance on an end-user action and not on a time duration ?

Does it means that long running document can not been replay from the beginning without reloading all the content ?
	MORE can use the discard element based on time duration as well as an end-user action. A script can be invoked based on user interaction that can set/modify the 'begin' attribute on <discard> element.

Please clarify this comment and its relevance to the associated RME requirement.

	036
	Updates and interaction requirements

RME-FUNC-013: It SHALL be possible for the RM enabler to interact with the source of the rich-media content.
	MORE supports remote interaction between the enabler and source of the content by extending existing protocols such as SMS, MMS, HTTP and RTSP.
	where is the specification of these extensions ? Why MORE needs that ?

Do we have requirement for that ?

Is OMA MAE or 3GPP SA4 chartered for that ?
	MORE considers other protocols (rather than extends) only to provide flexibility of protocol usage for remote interaction. 



	037
	Updates and interaction requirements

RME-FUNC-014: Interactivity and interaction SHALL be possible on a frame accurate basis (time code or relative time).
	Provides interaction functionality at greater precision at sync samples as well as millisecond level to allow for greater time accuracy.
	can you please explain how this sentence applies to SVG Tiny 1.2 ? Could you explain what are SVG sync samples ? the only notion of “sync sample” we know is about 3GP FF stream samples that can be used as a starting point for decoding

using milliseconds as time scale with a mix of audio and video streams usually generates desynchronizations after a few minutes of playback: how does MORE deal with such limitations ?
	Yes, Sync Sample Box and Shadow Sync Sample Box are defined in ISO Base Media File Format. The Sync Sample Box provides a compact marking of the random access points within the stream. If the sync sample box is not present, every sample is a random access point.

The shadow sync table provides an optional set of sync samples that can be used when seeking or for similar purposes. In normal forward play they are ignored. The ShadowSyncSample replaces, not augments, the sample that it shadows. The shadow sync sample is treated as if it occurred at the time of the sample it shadows, having the duration of the sample it shadows. 

In the context of SVG Mobile 1.2, each SVG Scene is a random access point. All of them are capable (but not necessary) of being a Sync Sample.



	038
	RME-FUNC-019: RM data and update SHALL be cachable locally i.e. on the end user device.
	MORE proposes to utilize existing cachable mechanisms of the parent application (e.g. Browser).
	are there similar requirements for caching in all enablers which can host the RME enabler ? if no, then it means MORE does not fulfil this requirement.
	See above

	039
	Updates and interaction requirements

RME-FUNC-027: It SHALL be possible to invoke an external application (e.g. MMS, SMS clients) from within the service and it MAY be possible to integrate those applications visually within the service interface.
	Remote interaction is provided through SMS, MMS, HTTP and RTSP.
	This requirement being about external (helper) application invocation, how does the proposed text apply to the fulfilment of this requirement by the MORE proposal ?
	MORE relies on existing interfacing mechanisms based on terminal capabilities.

	040
	Security and Persistent Storage

RME-SEC-001.2: The RM enabler SHOULD be able to securely store temporarily a large amount of persistent information for content cache process and offline navigation.
	MORE utilizes existing private storage mechanisms of the parent application (e.g. Browser).
	How does MORE interface such mechanisms in order to allow control by the user and/or the author ?

Does it exist yet ?
	See above

	041
	Content creation Guidelines

RME-FUNC-017: The content creator or service provider SHALL be able to define the lifecycle of RM data.


	The start time, end time, duration can be specified for the SVG data as well as the embedded media.
	how does MORE deal with the majority of SVG elements which do not have begin, end and dur attributes ?

	For scene and scene updates the start time is relative to the presentation time. 

Also, the SVG `discard’ element can be used on specific elements to denote when they need to be discarded from memory.

	042
	Content creation Guidelines requirement

RME-USA-003.1: The author SHOULD have the choice of specifying what should happen between the request and the arrival of content or during buffering. Eg: continue to play the current scene, play a specific pre-buffered animation or transition, or do nothing.
	This can be specified in SVG Mobile 1.2.
	which SVG Tiny 1.2 feature provides this functionality ?

Do you assume the W3C SVG working group will specify “this” ?

Could you technically elaborate on “this” ?
	The content provider can recommend to the user agent how the content needs to be buffered, by using the <prefetch> command.



	043
	Note 1: It is not yet clear whether an RME specific personalization feature will be required, or whether RME will be able to use an externally defined personalization enabler. At this time browser environment personalization is supported by most implementations, either through proprietary means or through client/server standard mechanisms such as cookies, however there is no OMA standard which will guarantee a consistent handling of personalization across applications and services.


	How do you plan to offer an interface to such services to the user and/or the author ?

why do you refer to existing OMA enabler to achieve RME requirements ? Is there a risk that the MORE proposal will not answer to some of the RME requirements?

As this note do not answer to the requirement where it is provided in reference, how MORE answers to these requirements ?
Isn’t the last sentence part of the goal of the standardisation activity ? The RME specification defines an enabler that can be use as a standalone component as well as a component integrated into the browser. The RME specification is not limited to the integration of multiple components. CF WID and Requirement document. Could you explain your statement ?
	See above


Comments in Section 7:

	ID
	Section 
	Proposal
	Question
	Answer

	001
	7.
	In this section the technologies are evaluated against the following criteria

Ability to meet the RME requirements

Optimally satisfying test cases decided for the RME activity. For e.g. W3C SVG Test Suite

Compliant with the rendering model of the SVG Tiny 1.2 profile including DOM Level 3 Event Model, ‘application/ecmascript’, ‘application/java-archive’ scripting languages.

Compliant with the ISO base Media File Format as a container format of the RME data for aggregating the media, providing hint tracks to form transport packets and time based random access within a session.


	This list should be discussed as it is proposed above all the proposed solutions. Is this list apply only to the MORE proposal ? If not please remove or consider comments below

i.e. RME use cases will be more suitable than W3C SVG Test suite that as even not be proposed for the SVG specification in MAE.

Could we replace by Ability to meet DIMS requirements ? (then it includes your detailed proposal and remain more generic)

I don’t think it has been agreed (see liaison from OMA to MPEG). Proposal: same as above.

Additional criteria proposed:

· Detailed description of your proposal

· Publication status of the documents or specifications you propose

· Evidence of existence of implementation(s) of your proposed technologies

· Any other relevant information
	This list is applicable to any candidate proposal.
Not necessarily. One of the requirements is maintaining compatibility with SVG Mobile 1.2. Hence, it is apt to utilize the W3C test suite.

Please clarify question, as it is unclear what this means.



	002
	7.2

1st paragraph
	It leverages the components of the existing OMA Mobile Application Environment (MAE) such as SVG Mobile 1.2 Profile (including rendering model), XHTML-MP and ECMAScript-MP (ESMP).
	How MORE leverage XHTML-MP ? Will it reuse it, integrate with or propose some modification ?
	Based on MORE’s architecture that has a clear separation between layers and interfaces, the system can be easily extended to support XHTML. This can be eventually scaled to support CDF.

	003
	7.2

3rd  paragraph
	into the existing 3GPP ISO Base Media File Format for progressive download
	Is it 3GPP FF or 3GPP extended FF ?
	Extended profile.

	004
	7.2

3rd  paragraph
	and clients to realize, play, or render rich media content. 


	Could you elaborate on what the client will realize ?
	The word ‘realize’ refers to consuming the rich media content.


	005
	7.2

5th paragraph
	Rich media is a term that implies the integration of all of the advances we have made in the mobile space delivering music, speech, text, graphics and video
	Could you clarify who is We ?
	Here, the term ‘we’ refers to the entire community corpus that contributes to mobile advances.

The sentence is in active voice, and hence follows the style of writing, using ‘we’ as a subject. 


	006
	7.2

Last paragraph
	To keep things in perspective, to accomplish an end-to-end rich media service we must: 

Provide a presentation format for scene and dynamic updates.

Define a solution for a container and delivery format.

Define transport mechanisms for PtP and MBMS bearers. 

Define client feedback protocols and necessary message formats.

Accommodate client side event handling in the presentation format for scene and dynamic updates.

Define application specific features such as client data management, persistent storage, user preferences, caching and localization for a complete end-to-end rich media solution. 


	How is it compliant with your proposal to reuse 3PPFF as is ?

Is there a limitation there ? Is the MBMS bearers too limited to achieve MORE ? is it too limited to achieve RME ?

Is it a proposal for a new requirement phase ?
	We utilize the ISO Base Media File Format box structures to  introduce a new  SVG media and provide interaction mechanisms between SVG and other media already present in the file format.

Not clear what the question means. We use existing protocols in MBMS to achieve transport functionality for rich media content.

	007
	7.2.1
	MUST be compatible with existing standards

SVG Mobile 1.2, 3GP, SVG uDOM, JSR226. 

For SVG, it MUST maintain the key-frame based representation. 

MUST integrate and interoperate with the existing mobile application environment. (Browsing, Java Micro Edition, Native Applications

MUST be amenable to existing compression solutions. 
deflate/gzip, potentially others in the future for example binaryXML 

The scene/graphics compression ratio is not critical. 
Utilize existing compression techniques for continuous (ex; Audio/Video) and discrete (raster images) media. 

MUST consider error correction and resiliency during data transmission.
	Is JSR 226 in the requirements?

Is it a new requirement ? 

What is key-frame based representation ?

Is Java Micro Edition in the requirements ? What does it mean to “integrate and interoperate” with J2ME ? Is it not implementation matter ?

integrating with any native application is an amazingly broad requirement ? How would MORE ever be able to satisfy it ?

Is this a new requirement ?

What is the intent of this statement ?

Are this some new requirements ?
	JCP (JSR-226) has played an important role in developing uDOM API and addressing interoperability issues. Therefore, it is important to coordinate with JCP to ensure full compatibility with their specifications.

No, this means that it is required to synchronize non-frame based SVG content with frame based media such as video.

See above.

See above.

See above.

	008
	7.2.2

1st paragraph
	This sequence of scene description and its spatial/temporal modifications needs to be streamed from the server to the players on the client device.


	Why does it need to be stream ? Can’t it be provided in progressive download ?
	Sure, it can do both. The sentence in the paragraph means that although prefetch can be used for progressive download of SVG content, there may be a need to stream as well.

	009
	7.2.2

2nd paragraph
	Scene updates are incremental updates to the SVG DOM that are transmitted to the client one at a time. 
These updates include SVG element addition, element deletion, element replacement and element attribute update operations.
We propose to reuse the scene update currently being defined in the W3C SVG working group.
	this statement is inaccurate. All scene updates to be executed at a certain time shall be transmitted as a set, otherwise synchronization cannot be provided.
this set of scene updates is incomplete.

Is seems that it is not the case. The SVG working group has objected to do this. Could you update your proposal ?

Then what the MORE proposal intend to recommend, the MORE update ? Is it a proprietary or a standard solution ? 
	The scene update syntax in MORE will be aligned with the REX (Remote Events for XML) initiative in W3C that is spear-headed by SVG WG in an effort to meet the requirements of updates in RME/DIMS specification. This is evident with the creation of a new Task Force (TF) in conjunction with Web Apps API WG to fast track this activity to meet the DIMS/RME requirements.

	010
	third paragraph
	The client could potentially choose to update the SVG uDOM with this content update information without destroying and recreating the SVG uDOM for every streamed packet of information.
	why would the client ever have to destroy and recreate the DOM for every packet ? what could possibly justify such an expensive and brutal implementation, which would preclude the use of any interactivity together with updates ?
	Looks like you might have misread the statement. The client does NOT destroy the uDOM for every packet, but rather use updates as mentioned in our text.

	011
	7.2.2

4th   paragraph
	
	In order to have consistency, could you clarify if you are talking only about uDOM or if you discuss about DOM and uDOM.
	DOM subset (uDOM) 


	012
	7.2.2

5th  paragraph
	As a note, this proposal is already being discussed in the W3C SVG working group.
	Same as above
	Same as above.

	013
	7.2.3

1st paragraph
	as a server format for streaming.

are included in the file same 3GP container file
	does the RME have any requirement for a server format ?

Could you clarify ? Is it editorial ?
	

	014
	7.2.3

2nd  paragraph
	the ‘MORE’ proposal also provides a method
	Provides or will provide ? could you elaborate on the method ? Does it exist ? Is it standard ? Could you elaborate or provide links ?
	Provides. Please refer to MORE proposal.

	015
	7.2.3

2nd  paragraph
	and clients to realize, play, or render rich media content. 


	Could you explain what the client will realize ?
	The word ‘realize’ refers to consuming the rich media content.


	016
	7.2.3

3rd paragraph
	we allow provision for a new SVG media handler to be defined
	Where will it be specify? could you elaborate ?
	A new SVG media is defined in the container format, and details are found in the MORE proposal.

	017
	7.2.3

3rd paragraph
	Other boxes defined in the format include general presentation information for SVG media, timing and synchronization information for scene and scene updates, and information needed to decode the SVG samples
	Is it already specify?
	We use existing boxes defined in the ISO Base Media File Format for specifying this information. Please refer to the MORE proposal for details.

	018
	7.2.3

3rd paragraph
	Random access functionality is also defined to allow the client to move to any point in time during the presentation, where an SVG scene can behave as a random access point
	Is it already specify ? Where ?

Which feature in SVGT1.2 provide random access point ?
	Random access functionality is information stored in the Sync Sample Box and Shadow Sync Sample Box, defined in ISO Base Media File Format. Details of which are found in the MORE proposal.

	019
	7.2.3

3rd paragraph
	In order to properly construct RTP packets from the ISO Base Media Container Format, our proposal includes hint track definitions for transporting content over RTP.  A similar hint mechanism for FLUTE (and a combination of RTP and FLUTE) may also be used.
	Does it exists ?
	Hint track definitions are reused from the Hint Track boxes already present in the ISO Base Media File Format.

	020
	7.2.3

schema
	See figure?
	Is the encoder decoder box related to a zip or binary encoding ? In this case should not it be before the creation of the file format and after the file extractor ?

 If it’s not, what is it about ?
	Here encoder/decoder refers to packetizer/depacketizer, and the mistake is editorial.

	021
	7.2.4

2nd paragraph
	An RTP payload format is specified to enable live streaming and the streaming of preauthored rich media content
	Which RTP payload format are you referring too ? 

Is it limited to preauthored content ? 
	Please refer to the RTP payload packet formats in the MORE proposal. We already mention that it is used for love streaming and preauthored rich media content.

	022
	7.2.4

2nd paragraph
	In addition to the payload format, RTP payload types are defined to categorize and transmit information
	Where are the RTP payload types defined ? 

Which categorization are you talking about?
	Please refer to the MORE proposal for more details.

	023
	7.2.4

2nd paragraph
	Such information
	Could you elaborate on the utilisation of “such information”?
	The question here is unclear. The sentence says that the information includes sample description, scene and update samples.

	024
	7.2.4

2nd paragraph
	Other useful information necessary for the SVG presentation is a current list of active SVG elements on the client and SVG sample similarity information to allow for SVG DOM optimisations on the client.
	Are these information useful or necessary? What necessary means? What happen if they are not available? Will it means that the MORE proposal MUST maintain a permanent client server link ? 

Could you elaborate on the kind of DOM optimisation, MORE may achieve this way ? How a transport mechanism feature will provide dom level optimisation  at the enabler level ?
	This information is useful for uDOM optimization, error concealment on the enabler and to help for quick tune-in, all of which are RME requirements.  A permanent server link is not required as this information is transmitted as RTP packets just like scene and scene update samples.

Transport mechanisms are required to facilitate the transmission of content needed to help optimize the uDOM on the enabler, and it is the enabler that handles this information to apply uDOM optimization.



	025
	7.2.4

3rd  paragraph
	Our proposal is to transmit SVG content, and embedded continuous media of any length as separate RTP streams Any embedded discrete media is transmitted over HTTP or FLUTE. This concept is described below in more detail
	The MORE proposal?

How do you deal with limitation on the client side on the number of concurrent RTP and HTTP stream?

Does it mean that the MORE proposal will not fulfil the requirement for packaging?

How does it impack the latency? (roundtrip delay multiple)
	For streaming delivery of rich media, sending various media as separate RTP streams provides flexibility. For example, some users may want to subscribe to only a particular set of media depending on their capabilities.

For download using HTTP, you can use various packaging techniques to minimise the number of HTTP connections. For example, you can bind the media using multipart-MIME, extended version of ISO container format etc.

For download using FLUTE, you can use extended version of container format, FLUTE file aggregation schemes etc. Even if you send these media as separate files in FLUTE, still there is only one FLUTE session.



	026
	7.2.4

5th   paragraph
	
	In the case of real time update on a user request, how does MORE work ?
	Real time updates based on user request can occur via scripting with the help of Connection APIs specified in uDOM.

	027
	7.2.4

6th   paragraph
	we need to take transport resiliency and error management into account
	Why ? Could you elaborate ?Does it mean that the MORE enabler can not handle packet losses ? Then how the MORE proposal fulfil the RME requirement at the enabler level ?
	Graceful handling of packet loss is relevant to both transport and media type.

FEC and retransmissions are existing transport level mechanisms for packet recovery. MORE simply reuses them. 

MORE supports graceful recovery from packet loss at the media level also by providing mechanisms for error detection and error concealment. 



	028
	7.2.4

6th   paragraph
	Error Detection:
	This has been decide out of the scope of the RME and DIMS work item. Could you explain what is the intent ?
	Error detection is a solution for the RME requirement: RME-REL-001: The RM enabler SHALL support graceful handling of packet loss and the DIMS requirement ?.

	029
	7.2.4

6th   paragraph
	Error Recovery
	Same as above
	Same as above.

	030
	7.2.5
	We propose certain extensions to commonly used standard protocols and services

In our proposal, we extend text based SMS to contain information about SVG based events.
We use the GET/POST/PUT commands in HTTP and the PLAY, PAUSE, RECORD, etc. commands in RTSP for feedback
	which extensions are you talking about ?

where is the specification of this extension ? is it an open standard ?
where is the specification of this extension ? is it an open standard ?
	Please refer to the remote interaction section in the MORE proposal.

	031
	7.2.7


	For streaming purposes, existing compression methods can be re-used for embedded media.
	Are you referring to zip? If yes, what about streaming of SVGT1.2 scene using zip ?
	MORE does not mandate a particular compression method. The primary motivation behind the architecture of the MORE system is the need for a strong separation of interfaces and layers. By enforcing such a strong separation, allows us to pick a best of breed compression approach, and to change it over time if necessary. This also prevents a monolithic approach that relies on services in one layer to achieve performance in a higher layer. 

	032
	7.2.7


	However, compressing small-sized SVG parts of the content results in significant overhead.
	With which compression mechanism? Certainly not with the laser binary format.
	Same as above.

However, for small amount of content, it may not be worthwhile to enforce compression. There will be some degree  of overhead in compressing and decompressing versus raw data, given any compression method.



	033
	7.2.7


	Hence, there is no specific need 
	the deduction is not obvious at all, could you please explain why the next sentence follows from the previous two sentences ? our reading is that gzip having “significant overhead” in some cases, it is not appropriate.
	For small amount of content, it may not be worthwhile to enforce compression. There will be some degree  of overhead in compressing and decompressing versus raw data, given any compression method. Also, we do not mandate a specific compression method and instead should be a tool not deeply bound to the solution.



	034
	7.2.7


	there is no specific need for introducing a new compression mechanism for rich media
	Do you limit compression to overhead ?

What about the parsing speed and reducing latency requirement ?
	See comment above.

	035
	7.2.7


	This approach may be modified depending upon the outcome of the W3C
	Could you elaborate on this? If there is no specific needs, why it will depend of the W3C EXI output?
	MORE does not mandate a particular compression method. The primary motivation behind the architecture of the MORE system is the need for a strong separation of interfaces and layers.
In addition, we want to rely on a compression technique that is suitable for multiple schema and not schema specific. This is one of the requirements for EXI group.

	036
	7.2.8
	Conclusion
	It is very unclear: what exist? what is standardised ? what need to be done in this proposal.

No decision on the MORE proposal can be taken until this point as been clarify.
	We hope the above answers will help clarify all your questions and concerns.

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

We request MAE to review the proposed questions and comments to the RME MORE proposal.
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