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1 Reason for Contribution

This document contains question and answers to MPEG-4 part 20 requirements evaluation under Section 6 of the RME Landscape document. 
2 Summary of Contribution

Questions on MPEG-4 part 20 responses to RME requirements.
3 Detailed Proposal

	Requirement Groups and detailed requirements
	       MPEG 4 Part 20 Comments
	    Questions
	    Answers

	General Requirement for the media-type
	RME-FUNC-001

The RM enabler SHALL support methods to minimize the latency perceived by the end user.


	LASeR provides multiples features to achieve this goal, in particular:

 1 - a binary format allowing a fast parsing speed, a fast delivery of highly compressed content, 

2 -  a very efficient dynamic update mechanism to have always modifications on the end-user screen and to replace the page by page navigation provided by XML based technology.

3 – means to play content while waiting feedback from a request, while buffering data or while waiting for a new scene.
	LASeR mandates a specific compression solution, rather than having the flexibility of using any other compression scheme in the rich media service. Also, compression is an additional overhead small size content.

How does LASeR handle changes to the DOM mutation and processing model that may occur through updates? Can you invoke listeners (via scripting or native applications) registered for mutation events or other events? 

<prefetch> element in SVG Mobile 1.2 can be used for this.
	

	
	RME-FUNC-003

The RM enabler SHALL be able to render, within one scene, data and updates received from different sources (eg: networks and delivery mechanisms, content provider). Note: the service provider should be the same
	The design of the LASeR engine supports the integration within one scene of data and streams coming from various bearers. E.g.: DVB-H + 3G networks


	The LASeR engine seems to be tied tightly to its own compression and SAF decoding methods. Please elaborate how the architecture can easily support media streams from various bearers.
	

	
	RME-FUNC-015

The RM enabler navigation and interaction SHALL be  agnostic to the type of MMI provided (eg using any input device )
	The LASeR design is MMI agnostic and provides the management of any input device within the scene description. 

In particular LASeR allows the emulation of a pointing device (stylus or mouse) through the use of a keyboard, thus allowing content to be designed in an input-device independent manner.
	How is this relevant to navigation and interaction specified in the requirement? Rather, this comment is addressed to content creation.


	

	
	RME-FUNC-024: The RM enabler SHALL be codec, network, terminal, browser, middleware, OS agnostic.
	LASeR engines can interface with any kind of media type.
	It is unclear how the LASeR engine can interface with any media type. Also, the requirement is more than just media type. LASeR has a specific solution for codec and is tied to SAF and binary compression. Also, the LASeR client has incompatibilities/ extensions to SVG Mobile 1.2 language. So, how does this make the solution agnostic?
	

	
	RME-FUNC-025

The RM enabler SHALL allow an end to end optimizations to be applied (eg: compression, preparsing, data preconditionning)  
	LASeR provides both an highly efficient compression mechanism a preconditioning mechanism and a  packaging of data by using SAF
A LASeR content is always provided as a complete and well formed fragment/packet whatever are the transmission modes, for checking, reliable and optimisations purposes. 
	Why mandate a specific compression and packaging mechanism?  There are several other choices that are often simple, such as Multipart MIME, ISO Base Media Container Format, etc.

More technical elaboration will help
	

	
	RME-FUNC-026 RME-USA-001
The RM enabler functionality SHOULD be scalable from constrained terminals to unconstrained terminals.
	LASeR allows implementations from medium-range J2ME devices (MIDP1/2) to higher-end PDA-like devices.
	You mention J2ME. As LASeR introduces SVG incompatibilities, how does LASeR achieve compatibility with uDOM API defined in JSR226?
 
	

	
	RME-FUNC-027

It SHALL be possible to invoke an external application (eg MMS SMS clients) from within the service and it MAY be possible to integrate those applications visually within the service interface.
	LASeR engines can be interfaced with external applications

	It is unclear how this interfacing happens, and how external clients can be integrated with the LASeR browser. Please elaborate.
	

	
	RME-FUNC-029 : Text scrolling and slideshow SHALL be provided
	LASeR inherits this feature from SVG Tiny 1.2. 

LASeR V2 will propose a more complete solution for text scrolling.


	Text scrolling and slideshow can already be done in SVG Mobile 1.2, satisfying the requirement.


	

	
	RME-FUNC-030

The RM enabler SHALL allow best effort font management regardless of screen size language and fontstyle.
	The design of the LASeR client does not mandate any font systems and is not limited to the SVG font system which does not provide a convenient hinting of characters. For any language and in particular for Arabic or Asian language, LASeR can be used with Opentype font or with a system font.
	Encoding of SVG fonts are not supported by LASeR scene but extracted and encoded as a separate stream. This breaks compatibility with existing content and is non-conforming to SVG Mobile 1.2 spec. 
	

	
	RME-SEB-001

The RM Enabler SHOULD be able to reference and to access AV Streams


	LASeR inherits this feature from SVG Tiny 1.2.

LASeR benefits from the MPEG decoder model and synchronisation support to complement this feature.
	SVG Mobile 1.2 also uses SMIL for media synchronization, and is unclear what other benefits LASeR would require.
	

	
	RME-USA-003

The RM Enabler SHOULD continue to render the RM service while content requested by the end user is not yet available (triggered by a click on a url, or a press on a key).
	The LASeR design allows to maintain a continuity of rendering while requesting content. This feature masks the perceived latency.

LASeR V2 will provide an additional specification answering to this requirement  for A/V sources.

	SVG Mobile 1.2 can in fact maintain continuity of rendering while requesting content/ resources.

 As LASeR uses aggregated SAF streams. This implies that all resources have to be made available while transmitting content to the server. What about resources that are copyright and do not want to be part of SAF? How does LASeR request and receive such content?

It is unclear what LASeR V2 will provide as no relevant documentation is unavailable. More elaboration will help.


	

	
	RME-USA-002 

 The RM Enabler SHOULD use a very small footprint and require very limited performance when using the smaller sets of features.
	By using a binary format for the rich-media data, LASeR allows smaller and faster implementations with a smaller memory footprint. For information the LASeR Reference Software in Java MIDP2, non optimised, is around 100kBytes


	LASeR has additional overhead such as extensions to SVG and the inclusion of SAF. How would this factor in a small footprint? Are modules such as XML parser, support for uDOM API, and graphics library included in this software?
	

	Interaction requirements
	RME-FUNC-013

It SHALL be possible for the RM enabler to Interact with the source of the rich-media content
	The backchannel is the same with SVG Tiny 1.2 and LASeR, but the server response is much more efficient when binary encoded LASeR Commands are used to answer the user request.

	Commands are often small in size, and may not require binary encoding for all scenarios. Further, this forces the rich media client to be compatible with LASeR binary encoding.
	

	
	RME-FUNC-016
The RM enabler SHALL be able to discard RM data when it has been identified as no longer useful in the service.
	The discard of data is possible with any kind of service logic: on a frame-accurate basis, on a relative time, on end-user action, on end-user navigation, on an absolute time, etc.

	SVG Mobile 1.2 used the discard element for this purpose. Any features directly used from SVG Mobile 1.2 should be clearly mentioned.
	

	
	RME-USA-003.1

The author SHOULD have the choice of specifying what should happen between the request and the arrival of the content or during buffering. Eg: continue to play the current scene, play a specific pre-buffered animation or transition, or do nothing.
	The LASeR design allows the rendering of either the current content, or an other content while waiting for requesting content. The latency is masked by this capability.

	SVG Mobile 1.2 allows buffering using the prefetch element. Also, it is possible to render content while waiting for content in SVG Mobile 1.2. Can you please technically elaborate how LASeR handles this and why there should be a separate solution?
	

	Timing and synchronisation requirements for the media-type
	RME-FUNC-006

RM data rendering time and synchronisation SHALL be controllable by the RM enabler.
	MPEG4 part 20 provides tools to manage timed based services. In the LASeR scene format the rendering time is controllable in conformance with content creator wishes. If a content is designed for 15 frames per second and the devices support a 10 frames per second display: the choice of the rendering policy belongs to the content provider: either to have a long experience but all frame are displayed, or a timed experience, and frame are dropped. Synchronisation between time-based media and static media or between multiple time-based media is possible.
	SMIL provides synchronization between media at the application level. Also, RTP and NTP timestamps can synchronize media with different frame rates, frequencies at the transport level. Start time, duration, etc. can be specified within the SVG content itself.  Based on discussion in Section 6.3 in the LASeR FDIS draft, what is the necessity for additional timing information with LASeR commands (e.g. RefreshScene)? And how is the timing scope resolved with the time in the SVG content, timing in the LASeR command, and timing at the transport level?
	

	
	RME-FUNC-007

The service provider SHALL be able to express an appropriately accurate synchronisation for the RM data which SHOULD be honoured by the enabler.
	LASeR inherits from SMIL and SVG Tiny 1.2 the means to signal the author-specified synchronisation request.

LASeR inherits from MPEG-4 Systems a timing model allowing the scene updates to be synchronized with other streams.

LASeR defines precisely how to recover the scene time information from the transport time stamp in order to benefit fully from the synchronisation support offered by transport layers

As a result of all the above, LASeR allows the implementation of a complete synchronization framework which works on scene and media streams in a unified manner.
	Actually, it is SVG Mobile 1.2 that inherits directly from SMIL. It is not clear from this proposal, what solutions are derived directly from SVG Mobile 1.2, and what are newly defined in LASeR.

Based on section 7.2 in the ISO/IEC 14496-20 FDIS editing draft, the timing model is conveyed through SAF streams. It is unclear as to why a separate timing model is introduced through SAF when such synchronization can already be provided in the ISO Base Media File Format.


	

	
	RME-FUNC-008

Progressive rendering of RM data SHALL be provided 
	LASeR inherits progressive rendering from SVG, but also offers significantly improved means to achieve streamability, through the use of LASeR Commands. 

	Are LASeR commands compatible with DOM event processing model? How do you manage interoperability and synchronization with events from user interaction and events generated from scene updates?
	

	
	RME-FUNC-009

RM content SHALL be dynamically updatable in real time by the RM enabler 
	The update mechanism provided by LASeR is an “object based” mechanism. The update mechanism is very fast and do not rely on scripting and parsing of updated data.


	Same as above


	

	
	RME-FUNC-012

The service provider SHALL be able to create links between RM content at arbitrary times or places in the scene 
	Any pixel can be addressed as an interactive point within the scene. 

In addition to the means to create links inherited from SVG Tiny 1.2, LASeR allows the creation of frame-based content, and provides means to establish interactive links from/to any frame, based on a timed logic.


	Can you please clarify the usage of ‘pixel’ for vector graphics?

Hyperlinks in SVG Mobile 1.2 seem sufficient for this purpose. Also, SVG is non frame based, and it is unclear as to why one would need frame-based links in such content. Also, links between frame based content can already be done (e.g. hypervideo).


	

	
	RME-REL-001.2

The RM enabler SHALL support arbitrary access points to tune in the middle of content
	LASeR provides the RefreshScene mechanism which is designed to provide tune-in capabilities in a broadcast like environment, as well as error recovery in a lossy streaming environment.


	Looking at section 6.7.7 of the LASeR proposal, it is unclear how RefreshScene can be applied when a client moves backwards or forwards in time to arbitrary parts of content.  Also you mention that “scene graph and scene time in the two browsers should be identical.” This may not be the case always as one browser can have different content based on user interaction. 

It is unclear how error recovery occurs, and what happens in the event of a RefreshScene packet loss. 
	

	Reliability requirements for the media-type
	RME –REL-001

The RM enabler SHALL support graceful handling of packet loss.
	SAF provides a way to detect packet loss and LASeR is designed to handle gracefully incomplete scenes, whereas SVG user agents are required to stop rendering on errors. 
	It is unclear how SAF detects packet loss.
	

	
	RME-REL-001.3

The RM Enabler SHOULD handle duplicated data provided for error recovery purposes.
	LASeR provides the RefreshScene mechanism which is designed to provide tune-in capabilities in a broadcast like environment, as well as error recovery in a lossy streaming environment.
	Same as above.
	

	
	RME-IOP-001

Newer versions of the RM enabler SHALL be backward compatible


	LASeR inherits from SVG Tiny a provision for versioning so that LASeR V2 players can play LASeR V1 content like LASeR V1 players.

The LASeR binary encoding is generic and extensible, it is also backward and forward compatible. 
	How about backward compatibility with other open standards such as SVG, 3GP, OMA, etc.?
	

	
	RME-IOP-002

Old versions of the RM enabler SHALL be forward compatible


	LASeR inherits from SVG Tiny a provision for versioning so that LASeR V1 players can play LASeR V2 content to the extent possible

The LASeR binary encoding is also backward and forward compatible. 
	LASeR binary encoding is specific solution, and it is unclear as to how this will be compatible with future compression versions, such as W3C based binary XML, etc.?
	

	Caching Storage requirements
	RME-FUNC-018 
The storage of RM data and the privacy to be applied to the stored information SHALL be possible on the client and/or on the server side


	The use of LASeR does not impact the storage and management of the privacy of data on the server. 

LASeR allows to store and manage privacy of data on the client  by providing an interface to store information on a device, with cookies-like limitations for security.

	Need for more technical elaboration and how does this fit into the existing OMA architecture?
	

	
	RME-FUNC-019

RM data and update SHALL be cachable locally i.e.: on the end user device.


	SAF provides means to specify the cacheability of streams and scenes on the client device.
	Same as above.
	

	
	RME-FUNC-021 

RME-SEC-001

The RM enabler SHALL NOT allow to share private data from one service to an other (e.g.: allocation of data to a dedicated service based on cookies-like functionality)
	LASeR uses a "cookies" mechanism which provides exactly this


	Same as above.
	

	
	RME-FUNC-022

End-User privacy SHALL be respected
	LASeR uses a "cookies" mechanism which provides exactly this. 

	Same as above.
	

	
	RME-SEC-001.1

The RM Enabler SHALL be able to securely store permanently a small amount of information for personal information purposes and RM session contexts (i.e., stateful session, icons,,user preferences…)
	LASeR and SAF use a "cookies" mechanism which provides exactly this .

	Same as above.
	

	
	RME-SEC-001.2

The RM Enabler SHOULD be able to securily store temporary a large amount of persistent information for content cache process and offline navigation.
	SAF provides suitable caching hints to achieve such functionality on a best-effort basis (i.e. if memory is available on the device to achieve the caching).
LASeR provide an interface to store information on the device
	Same as above.
	

	
	RME-SEC-001.3

The RM Service SHOULD be able to define content storing mechanisms and the storing priority according to the rich-media service logic.
	SAF provides suitable caching hints to achieve such functionality on a best-effort basis (i.e. if memory is available on the device to achieve the caching).

LASeR provide an interface to store information on the device 
	Same as above.
	

	Requirements for the packaging format
	RME-FUNC-004

It SHALL be possible for the service provider to aggregate RM data  


	SAF answers to this requirement.  Key benefits using SAF are:
1 - interleaving of media ·         
2 - Precise Synchronisation mechanism 

3 - Decrease round trip and network delay 

4 - Decrease network request

5 - Low file overlay
	Items 1 and 2 can already be provided by the ISO FF, and requires clarification as to why this needs to be addressed separately by SAF. It is unclear as to how 3 and 4 are addressed by SAF.
	

	
	RME-FUNC-005

It SHOULD be possible for the service provider to aggregate RM updates  


	Same as above. In addition SAF allows the integration of additional updates or streams in a file or stream whose transmission has already started. 


	Is integration of additional updates during transmission an additional requirement? Also, can you please elaborate as to whether this integration is on the rendering side or on the transport side?
	

	
	RME-FUNC-011
RM content SHALL be available in streaming, progressive download and download.
	LASeR inherits the progressive download capability from SVGT1.2 and extends it to provide complete and well-formed fragments/packets for  checking and optimisations purposes. 

The LASeR design applies to the scene and rich-media data the conception of streamability that apply today to AV.

A payload format to map LASeR over RTP is also defined. The aggregation format SAF can also be packetised over RTP using the same payload format.


	The progressive download feature in SVG Mobile 1.2 satisfies the requirement. So why does this have to be extended further leading to SVG incompatibilities?

It is unclear as to how streamability is achieved, apart from the comment that a payload format is defined.

Why define a payload for a LASeR stream with all the media multiplexed within it? It would be simpler to use existing payload formats defined for other media (e.g. video). Also, this solution forces the RM enabler to receive only LASeR streams rather than separate synchronized media streams.


	

	
	RME-REL-001.4 
The RM service SHOULD be able to accept content with a range of packet size limits, as defined by the content provider.  


	The service provider can define the packet size of LASeR content in order to fit to the networks limits and to decrease the network latency.


	The SAF packet aggregates multiple media together, rather than reusing individual packet structures for these media (e.g. RTP). This results in large sized packet overhead and is unclear how optimal this solution is for networks demanding small packet sizes.
	

	
	RME-NI-001

The RM enabler SHOULD be able to be interface with any and/or  multiple bearers simultaneously
	The design of the LASeR engine supports the integration within one scene of data and streams coming from various origins, e.g. different HTTP servers, DVBH + 3G, HTTP + RTP, etc.

	The LASeR enabler is designed to receive SAF streams. How would the LASeR enabler be able to interface with different media streams that do not have (or prefer) their streams in SAF? Also, by using SAF, the client is forced to decode all streams in the SAF stream. This is additional overhead if the client does not want to decode a particular stream based on its device capabilities.
	

	
	RME-NI-002

The RM enabler SHOULD be able to address bundle of stream


	LASeR is transport-agnostic and can interface with any channel bundling, e.g. MPEG-2 PS/TS.
	It is unclear as to how LASeR interfaces with other transport protocols that do not conform to SAF.
	

	Integration in the mobile environment requirements


	RME-SYS-001

The RM enabler SHOULD be able to interface with other resident clients on the phone.  
	LASeR engines can be interfaced with other applications such as SMS and MMS clients, A/V clients, etc.
	It is unclear how such interfacing occurs without dependencies on SAF and LASeR encoding.
	

	
	RME - System Element A (browser)

The RM Enabler SHOULD be able to interface with browser client
	LASeR engines can be packaged as plugins to existing browsers.
	Is this approach compatible with CDF initiative? If yes please elaborate.
	

	
	RME-SEA-001
The RM Enabler SHALL be able to launch the browser
	LASeR engines can launch external applications, including the browser. Nothing in the LASeR specification precludes it and existing implementations have already implemented this feature.
	Same as above
	

	
	RME-SEA-002

The RM Enabler SHALL be able to be launched by the browser.
	LAseR engines can be launched by the browser. Nothing in the LASeR specification precludes it and existing implementations have already implemented this feature.
	Same as above
	

	
	RME-SEA-003

The RM Enabler SHOULD be integrated as a plugin into a browser
	LASeR engines can be plugins to browsers.
	Same as above
	

	
	RME-SEA-004

The RM Enabler SHALL expose the uDOM API to the browser
	LASeR V1specification leaves to the implementation the integration of UDOM within the browser. 

LASeR V2 specification will integrate the uDOM and extend it to the LASeR scene tree extensions. 

The LASeR dynamic update mechanism can be implemented easily above uDOM. An informative mapping is provided in the LASeR specification.

	This implies that LASeR v1 does not meet this requirement?


	

	
	RME-SEA-005

The RM Enabler MAY provide other API to the browser
	LASeR engines can provide other APIs to the browsers. Care has been taken to allow the inclusion of LASeR engines into CDF-compliant applications.

	Again, please elaborate how this is possible without the support for uDOM API? 
	

	
	RME-SEB-002

The RM Enabler SHOULD be able to access Metadata stream.
	LASeR engines can interface with any kind of streams.
	These streams have to be LASeR streams, right?
	

	
	RME-IOP-003 Service enabled by the RM Enabler SHALL be available whilst the user is roaming on a different network which is capable of RME services.  
	This is orthogonal to any media type and depends of the roaming capabilities.
	The LASeR enabler is designed to receive SAF streams. How would the LASeR enabler be able to receive media streams (e.g. 3GPP, 3GPP2) that do not have their streams in SAF?
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