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1 Reason for Contribution

Action item from Vancouver
2 Summary of Contribution

Sequence diagrams for ARCH spec
3 Detailed Proposal

Sequence diagrams and explanation for AD. 

Detailed Proposal

For the section entitled: User Agent exemplary configurations

However, when engines are present, there are typically two interfaces involved: data flow to/from the interaction component and control/results flow to/from the User Agent. To illustrate the interaction of these components, three scenarios are examined in sequence diagrams in figure X1 through X3. Figure X1 illustrates the roles of interaction capture, processing, IM/SM and user agent in a GUI only interaction.
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Fig X1

Figure X2 builds on this scenario by adding speech interaction to fill in a field.  In this example, input focus is used to understand the context of the speech input.  In this case, speech is used to fill in the city field in a weather application.
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Fig X2

In this sequence, speech input capture is handled by the audio system of the device. The audio data is then examined in the processing layer (speech recognition in this example). Upon successful completion of the speech reco processing, the recognized text is provided to the user agent handling the speech modality.  Eventually, the user agent reflects the change in the value for the city field to the IM/SM so other interested user agents (modalities) can process the event.  The sequence finishes by illustrating the analogous flow for speech output that starts with the application programmed response to recognized text  (UA), text to speech synthesis (processing) and audio output to the user (interaction).

Figure X3 takes these principles of the MMMD and illustrates an advanced form of multimodal interaction that incorporates simultaneous interaction in more than one modality that together provide the context for the application to interpret the user interaction.  This is called deictic multimodal.  In this scenario, the recognized text and GUI interaction combine to form a request for the weather on Friday. The city is not provided by the user and is inferred from the context of the current city (Boca Raton FL in this example).
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Fig X3

This scenario uses the same principles of the previous scenarios where input interaction in a given modality is captured, processed and interpreted according to system and application provided programming.  Similarly, output interaction is initiated, processed and presented in a given modality.  Interpretation of user intent is ultimately determined by application programming with assistance from system layers with the IM/SM providing the necessary modality independent means to synchronize interaction between modalities.
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5 Recommendation

Accept and integrate into AD.
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