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1 Reason for Change

The proposed changes are based on the comments and discussions via emails and/or during the conference calls.
2 Impact on Backward Compatibility

None
3 Impact on Other Specifications

None
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

This document recommends to replace Appendix B by the proposed changes.

6 Detailed Change Proposal
Change 1:  Replace Appendix B.
Appendix B. Flows (informative)
B.1 Routing Prefix Assignment/Update

This section describes the example flows on Routing Prefix assignments by the GMCR functions and on updating the CMPs/CCHs with new or modified Routing Prefix information.  Access to the GMCR functions can be instantiated by using the MC-2 INFO interface or through multi-lateral arrangements.
B.1.1 Routing Prefix Assignment Involving CMP and GMCR
B.1.1.1 Short Description
The CMP needs to get a new or an additional Routing Prefix.  This section shows an example information flow where a CMP requests for a Routing Prefix and is assigned one by the GMCR functions.

B.1.1.2 Flow
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Figure 4. Example Flow - CMP Routing Prefix Assignment.
1. The CMP requests for a Routing Prefix from the GMCR with its network address to be associated with the to-be-assigned Routing Prefix.
2. The GMCR assigns and returns a Routing Prefix to the CMP and stores the assigned Routing Prefix and the associated network address of the CMP.  This may done by using the MC-2 INFO interface or through multi-lateral arrangements.
B.1.2 Routing Prefix Assignment Involving CCH, CRS and GMCR

B.1.2.1 Short Description
The CRS needs to get a new or an additional Routing Prefix.   This section shows two example information flows where (a) a CRS goes through its parent CCH to request for a Routing Prefix and is assigned one by the GMCR and (b) a CRS goes directly to the GMCR after getting the network address of the parent CCH from the parent CCH.
B.1.2.2 Flow A
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Figure 5. Example Flow A - CRS Routing Prefix Assignment.
1. The CRS requests for a Routing Prefix from its parent CCH with its network address.

2. The CCH requests for a Routing Prefix from the GMCR with its network address to be associated with the to-be-assigned Routing Prefix.  Information about the CRS that is to be assigned with a Routing Prefix may be passed to the GMCR in case that the CCH is suddenly out of business and the GMCR needs to know which CRSs are served by that CCH.  This may be done by using the MC-2 INFO interface or through multi-lateral arrangements.
3. The GMCR assigns and returns a Routing Prefix to the CCH and stores the assigned Routing Prefix, the associated network address of CCH and the information on the CRS that is assigned the Routing Prefix if available.  This may be done by using the MC-2 INFO interface or through multi-lateral arrangements.
4. The CCH returns the assigned Routing Prefix to the CRS.
B.1.2.3 Flow B
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Figure 6. Example Flow B - CRS Routing Prefix Assignment.
1. The CRS requests for the network address from its parent CCH.

2. The CCH returns its network address to the CRS.

3. The CRS requests for a Routing Prefix from the GMCR with the network address of its parent CCH that is to be associated with the to-be-assigned Routing Prefix.  Information about the CRS that is to be assigned with a Routing Prefix may be provided to the GMCR.  This may be done by using the MC-2 INFO interface or through multi-lateral arrangements.
4. The GMCR assigns and returns a Routing Prefix to the CRS and stores the assigned Routing Prefix, the associated network address of the CRS’ parent CCH and the information on the CRS that is assigned the Routing Prefix if available.  This may be done by using the MC-2 INFO interface or through multi-lateral arrangements.
5. The CRS informs the CCH about its network address and the assigned Routing Prefix.
6. The CCH acknowledges the receipt of the information.
B.1.3 Routing Prefix Update Involving CMPs, CCHs and GMCR over MC-2 INFO Interface

B.1.3.1 Short Description
After the successful completion of a Routing Prefix assignment, the GMCR may update those CCHs/CMPs that receive downloads/updates of assigned Routing Prefixes from the GMCR.    The update can happen right after the successful completion of a transaction to assign a Routing Prefix and/or at specific times (e.g., every 15 minutes).   Only one CMP, CMPi, and one CCH, CCHn, are shown to represent those CMPs and CCHs that receive downloads/updates from the GMCR.

B.1.3.2 Flow
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Figure 7. Example Flow - Routing Prefix Update Involving CMPs, CCHs and GMCR.
1. The GMCR updates CCHn on the assigned Routing Prefixes that were assigned after the last update.
2. The CCHn acknowledges the receipt of the update.
3. The GMCR updates CMPi on the assigned Routing Prefixes that were assigned after the last update.
4. The CMPi acknowledges the receipt of the update.
Note:  1.The update includes any changes to the Routing Prefixes assigned by the GMCR that may be caused by reasons other than new Routing Prefix assignment (e.g., the network address of the CMP or the parent CCH for an assigned Routing Prefix has changed).

B.1.4 Routing Prefix Update Using Offline GMCR Functions

The designated responsible party for managing the Primary Routing Prefix shall publish the following information for the participating CMPs (or CCHs/CRSs where applicable) that choose to make the information public:
· The availability of the CMP (or CCH where applicable) for multi-lateral arrangements with other CMPs (or CCHs where applicable) for routing of ICIs not served by it.
· The availability of the CMP (or CCH where applicable) for multi-lateral arrangements with other CMPs (or CCHs where applicable) that may scan ICIs served by the former.
· The availability of the CMP (or CRS and its parent CCH where applicable) for the optional Code Transfer Service.  Optionally, it may also list the minimum size of a contiguous range that a CMP (or CRS and its parent CCH where applicable) will accept for this service – a size of 1 indicates that the CMP (or CRS and its parent CCH where applicable) will service singleton Codes.

· The contact information for the CMP (or CCH or CRS where applicable).

· If provided, the network address of the CMP (or CCH where applicable).
During the term of the multi-lateral arrangements, a CMP (or CCH where applicable) updates its local cache when  it is notified of changes to a Network Addresses associated with any of the Routing Prefixes resident in its local cache by the CMP (or CCH or parent CCH of CRS where applicable) that is responsible for that Routing Prefix.   This is done following the normal operational procedures for system updates for the CMP (or CCH where applicable).
B.2 ICI Resolution

B.2.1  ASK  \* MERGEFORMAT  Home CMP Resolves ICI
B.2.1.1 Short Description
The home CMP receives a request for resolving an ICI from the MCC, resolves the ICI and sends the result to the MCC.
B.2.1.2 Flow


            Figure 8. Example Flow - Home CMP Resolves the ICI.

1. The MCC decodes an Indirect Code and sends the request for resolving the ICI to the home CMP.
2. The home CMP, which is responsible for resolving the ICI, resolves the ICI and sends the result to the MCC.

B.2.2 CRS Associated with Home CCH Resolves ICI

B.2.2.1 Short Description

The home CCH receives a request for resolving an ICI from the MCC, determines that the resolving CRS is associated with it and then sends the request to the resolving CRS. The CRS resolves it and sends the result to the home CCH, and the home CCH sends the result to the MCC.

B.2.2.2 Flow
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    Figure 9. Example Flow - CRS Associated with Home CCH Resolves the ICI.
1. The MCC decodes an Indirect Code and sends the request for resolving the ICI to the home CCH.
2. The home CCH determines that the resolving CRS is associated with it and sends the request to the resolving CRS.
3. The CRS resolves the ICI and sends the result to the home CCH.
4. The home CCH sends the result to the MCC.
B.2.3 Remote CMP Resolves ICI Involving Home CMP

B.2.3.1 Short Description

The home CMP receives a request for resolving an ICI from the MCC, and then sends the request to the Remote CMP. The Remote CMP resolves the ICI and sends the result to the home CMP, and the home CMP sends the result to the MCC.
B.2.3.2 Flow
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           Figure 10. Example Flow - Remote CMP Resolves the ICI Involving Home CMP.
1. The MCC decodes a Mobile Code and sends the ICI to the home CMP, CMP1, for resolution.

2. CMP1 checks the ICI and finds that it cannot resolve the ICI, then searches its local cache for information on the appropriate CMP/CCH.  This cache may be updated by querying the GMCR using the MC-2 interface or receiving updates from the GMCR over the MC-2 INFO interface, or through multi-lateral agreements.

3. When queried using the MC-2 interface, the GMCR responds to CMP1 that CMP2 is responsible for resolving the ICI.

4. CMP1 sends the request to CMP2.

5. CMP2 resolves the ICI and sends the result to CMP1.

6. CMP1 sends the result to the MCC.
B.2.4 Remote CRS Resolves ICI Involving Home CCH and Remote CCH

B.2.4.1 Short Description

The home CCH receives a request for resolving an ICI from the MCC, determines that another CCH is to handle the request and then sends it to the Remote CCH. The Remote CCH sends the request to the resolving CRS. The CRS resolves the ICI and sends the result to the home CCH.   The home CCH sends the result to the MCC.
B.2.4.2 Flow
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  Figure 11. Example Flow – Remote CRS Resolves the ICI Involving Home CCH and Remote CCH.
1. The MCC decodes an Indirect Code and sends the request for resolving the ICI to the home CCH, CCH1.
2. CCH1 finds that none of its associated CRSs can resolve the ICI, and then searches its local cache for information on the appropriate CMP/CCH.  This cache may be updated by querying the GMCR using the MC-2 interface or receiving updates from the GMCR over the MC-2 INFO interface, or through multi-lateral agreements.
3. When queried using the MC-2 interface, the GMCR responds to CCH1 that CCH2 is responsible for further routing.
4. CCH1 sends the request to CCH2.
5. CCH2 sends the request to the resolving CRS, CRS2.
6. CRS2 resolves the ICI and sends the result to CCH2.
7. CCH2 sends the result to CCH1.
8. CCH1 sends the result to the MCC.
B.2.5 Remote CRS Resolves ICI Involving Home CMP and Remote CCH
B.2.5.1 Short Description

The home CMP receives a request for resolving an ICI from the MCC, determines that another CCH is to handle the request and then sends the request to the Remote CCH. The Remote CCH sends the request to the resolving CRS. The CRS resolves the ICI and sends the result to the Remote CCH.  The Remote CCH sends the result to the home CMP, and the home CMP sends the result to the MCC.
B.2.5.2 Flow
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           Figure 12. Example Flow – Remote CRS Resolves the ICI Involving Home CMP and Remote CCH.
1. The MCC decodes an Indirect Code and sends the request for resolving the ICI to the home CMP, CMP1.
2. CMP1 finds that it cannot resolve the ICI and then searches its local cache for information on the appropriate CCH.  This cache may be updated by querying the GMCR using the MC-2 interface or receiving updates from the GMCR over the MC-2 INFO interface, or through multi-lateral agreements.
3. When queried using the MC-2 interface, the GMCR responds to CMP1 that CCH2 is responsible for further routing.
4. CMP1 sends the request to CCH2.
5. CCH2 sends the request to the resolving CRS, CRS2.
6. CRS2 resolves the ICI and sends the result to CCH2.
7. CCH2 sends the result to CMP1.
8. CMP1 sends the result to the MCC.
B.2.6 Remote CMP Resolves ICI Involving Home CCH
B.2.6.1 Short Description

The home CCH receives a request for resolving an ICI from the MCC, determines that another CMP is to handle the request and then sends the request to the Remote CMP. The Remote CMP resolves the ICI and sends the result to the home CCH.   The home CCH sends the result to the MCC.
B.2.6.2 Flow
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Figure 13. Example Flow – Remote CMP Resolves ICI Involving Home CCH.
1. The MCC decodes an Indirect Code and sends the request for resolving the ICI to the home CCH, CCH1.
2. CCH1 finds that none of its associated CRSs can resolve the ICI, searches its local cache for information on the appropriate CMP/CCH.  This cache may be updated by querying the GMCR using the MC-2 interface or receiving updates from the GMCR over the MC-2 INFO interface, or through multi-lateral agreements.
3. When queried using the MC-2 interface, the GMCR responds to CCH1 that CMP2 is responsible for resolving the ICI.
4. CCH1 sends the request to CMP2.
5. CMP2 resolves the ICI and sends the result to CCH1.
6. CCH1 sends the result to the MCC.
B.3 Code Transfer and Transferred ICI Information Update
This section describes the example flows on code transfer where an MCP changes the ICI resolution service provider (e.g., CMP/CRS) from one to another and on updating the CMPs/CCHs with the transferred ICI information after an ICI or an ICI block has been successfully transferred.    Code transfers and transferred ICI information updates can be managed by a local mobile code registry entity or via multi-lateral arrangements.
Only code transfers between two CMPs and between two CRSs are described.   Code transfer from a donor CMP/CRS to a receiver CRS/CMP can be easily derived from the case between two CRSs by combining the donor CRS and its parent CCH to the donor CMP or by combining the receiver CRS and its parent CCH to the receiver CMP.
B.3.1 Code Transfer and Transferred ICI Information Update over MC-2 INFO Interface

This section describes the example flows where the GMCR functions, which are instantiated by a local mobile code registry entity, manage the code transfers and transferred ICI information updates. 
B.3.1.1 Code Transfer Involving CMPs and GMCR over MC-2 INFO Interface
B.3.1.1.1 Short Description

This section shows an example information flow where the GMCR handles the ICI transfer between two CMPs where CMP1 is the donor CMP, the one losing the ICI, and CMP2 is the receiver CMP, the one gaining the ICI.
B.3.1.1.2 Flow
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Figure 14. Example Flow - Code Transfer Involving CMPs and the GMCR.
1. The MCP informs CMP1 that it wants to transfer its ICI(s) to another CMP.
2. CMP1 assigns and returns a confirmation token to the MCP.
3. CMP1 reports the to-be-transferred ICI(s) and the associated confirmation token to the GMCR.
4. The GMCR acknowledges the receipt of the information.
5. The MCP requests to transfer its ICI(s) to CMP2.  The MCP provides information on how its ICI/ICIs is/are to be mapped.
6. CMP2 requests code transfer with the to-be-transferred ICI(s) and the associated confirmation token and  its network address to the GMCR.
7. The GMCR verifies that the confirmation token received in the request from CMP2 matches with that reported by CMP1 for the to-be-transferred ICI(s) and acknowledges the successful completion of code transfer.
8. CMP2 informs the MCP about the successful completion of code transfer.
9. The GMCR notifies CMP1 about the successful completion of code transfer.
10. CMP1 acknowledges the receipt of the notification.
Note:  1. CMP1 can perform step #2 after receiving the acknowledgement from the GMCR at step #4.

B.3.1.2 Code Transfer Involving CCHs, CRSs and GMCR over MC-2 INFO Interface

B.3.1.2.1 Short Description

This section shows an example information flow where the GMCR handles the code transfer between two CRSs via their parent CCHs.   CRS1 is the donor CRS, and CRS2 is the receiver CRS.   CCH1 and CCH2 are the parent CCH of CRS1 and CRS2 respectively.
B.3.1.2.2 Flow
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Figure 15. Example Flow - Code Transfer Involving CCHs, CRSs and the GMCR.
1. The MCP informs CRS1 that it wants to transfer its ICI(s) to another CRS.
2. CRS1 assigns and returns a confirmation token to the MCP.
3. CRS1 reports the to-be-transferred ICI(s) and the associated confirmation token to CCH1.
4. CCH1 reports the to-be-transferred ICI(s) and the associated confirmation token to the GMCR.
5. The GMCR acknowledges the receipt of the information.
6. CCH1 indicates to CRS1 that it has reported the code transfer to the GMCR.
7. The MCP requests to transfer its ICI(s) to CRS2.  The MCP provides information on how its ICI/ICIs is/are to be mapped.
8. CRS2 requests code transfer with the to-be-transferred ICI(s), the associated confirmation token and its network address to CCH2.
9. CCH2 requests code transfer with the to-be-transferred ICI(s), the associated confirmation token, identity of CRS2 (e.g., one of the Routing Prefixes assigned to CRS2) and its network address to the GMCR.
10. The GMCR verifies that the confirmation token received in the request from CCH2 matches with that reported by CCH1 for the to-be-transferred ICI(s) and acknowledges the successful completion of code transfer.
11. CCH2 informs CRS2 about the successful completion of code transfer.  
12. CRS2 informs the MCP about the successful completion of code transfer.  
13. The GMCR notifies CCH1 about the successful completion of code transfer.
14. CCH1 acknowledges the receipt of the notification.
15. CCH1 notifies CRS1 about the successful completion of code transfer.
16. CRS1 acknowledges the receipt of the notification.
Note:  1. CRS1 can perform step #2 after receiving the acknowledgement from the CCH1 at step #6.

B.3.1.3 Transferred ICI Information Update Involving CMPs, CCHs and GMCR over MC-2 INFO Interface
B.3.1.3.1 Short Description

After the successful completion of ICI transfer, the GMCR may update those CCHs/CMPs that receive downloads/updates of transferred ICIs from the GMCR.  The update can happen right after the successful completion of a transaction to transfer an ICI or a block of ICIs and/or at specific times (e.g., every 15 minutes).  Only one CMP, CMPi, and one CCH, CCHn, are shown to represent those CMPs and CCHs that receive downloads/updates from the GMCR.

B.3.1.3.2 Flow
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Figure 16. Example Flow - Transferred ICI Update Involving CMPs, CCHs and the GMCR.
1. The GMCR updates CCHn on the ICIs that were transferred after the last update.
2. CCHn acknowledges the receipt of the update.
3. The GMCR updates CMPi on the ICIs that were transferred after the last update.
4. CMPi acknowledges the receipt of the update.
Note:  1.The update includes any changes to the information associated with the ICIs registered at the GMCR that may be caused by reasons other than code transfer (e.g., the CRS/CMP disconnected the service of a transferred ICI belonging to an MCP and the resolving CRS’ parent CCH or resolving CMP reports that to  the GMCR).

B.3.2 Code Transfer and Transferred ICI Information Update Using Offline GMCR Functions

B.3.2.1 A CMP (or CRS Where Applicable) Is No Longer Operational
The transfer of ICIs when a CMP (or CRS where applicable) is no longer operational (e.g., going out of business) is accomplished by:

· The transfer of all the Routing Prefixes served by that CMP (or CRS where applicable) to a receiver CMP (or CRS where applicable).

The update of the local cache of all CMPs (or parent CCHs of the CRSs where applicable) the donor CMP (or CRS and its parent CCH where applicable) had multi-lateral arrangements with for interoperability.

.
B.3.2.2 Between CRSs Served by the Same CCH
The transfer of ICIs from a CRS to another CRS served by the same CCH is accomplished by the CCH updating its internal CRS registry cache.
B.3.2.3 Between 2 CMPs or between 2 CRSs Served by Different CCHs
The transfer of ICIs between 2 CMPs or between 2 CRSs served by different CCHs is done in the following manner after the necessary multi-lateral arrangements are in place:
· First, the Routing Prefix Block for the set of ICIs to be transferred is determined.

· The receiver CMP (or CRS where applicable) provides the donor CMP (or CRS where applicable) with the following:

· The Routing Prefix Block (a contiguous block of ICIs) to be transferred.  
· The network address of the receiver CMP (or the parent CCH of the receiver CRS where applicable)
· The donor CMP (or CRS where applicable), after proper authentication, forwards the associated resolution data content of the ICIs to be transferred to the receiver CMP (or CRS where applicable).

· The receiver CMP (or the parent CCH of the CRS where applicable) sends updates of the transferred Routing Prefix Block to all CMPs and CCHs it has business arrangements with.

· (Online) The donor CMP/CRS does the following:

· Marks each ICI starting with the Routing Prefix Block as “Transferred” – cannot be reallocated until they expire.
· Replaces old resolution data content with the network address provided by the receiver CMP (or parent CCH of the receiver CRS where applicable).
When an MCC scans a “ported” ICI:

· If home CMP (or CCH where applicable) is the receiver CMP (or parent CCH of the receiver CRS), the ICI will resolve successfully on the home CMP.

· If home CMP (or CCH where applicable) has a business arrangement with the receiver CMP (or parent CCH of the receiver CRS), the Code will resolve successfully on the remote (receiver) CMP (or parent CCH of the CRS where applicable).

· If home CMP (or CCH where applicable) does not have a business arrangement with the receiver CMP (or parent CCH of the receiver CRS), the Code will resolve successfully on the remote (receiver) CMP (or CRS where applicable).after being forwarded through the donor CMP (or parent CCH of the donor CRS where applicable).
B.4 Reporting

B.4.1  ASK  \* MERGEFORMAT  Home CMP/CCH Receives Reporting Information from MCC
B.4.1.1 Short Description

The home CMP/CCH receives the tracking, logging, accounting and reporting data from the MCC.
B.4.1.2 Flow
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Figure 17. Example Flow - MCC Reports to Home CMP/CCH.
This call flow is based on either event-triggered or time-triggered scheduling.
1. The MCC reports tracking, logging, accounting and reporting data related to user actions on mobile codes and their resolved data to the home CMP/CCH.
2. The home CMP/CCH receives, records and processes (e.g. for providing consolidated reports) the obtained tracking, accounting, logging and reporting data. 
B.4.2 Home CMP/CCH Receives Reporting Information from MCC and Sends to Remote CMP/CCH
B.4.2.1 Short Description

The home CMP/CCH receives the tracking, logging, accounting, and reporting data from the MCC and forwards it to the resolving CMP or parent CCH of the resolving CRS.
B.4.2.2 Flow
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Figure 18. Example Flow - MCC Reports to Home CMP/CCH, Which Sends the Report to Remote CMP/CCH.
This call flow is based on either event-triggered or time-triggered scheduling.
1. The MCC reports tracking, logging, accounting and reporting data related to user actions on mobile codes and their resolved data to CMP1/CCH1.
2. CMP1/CCH1 receives the tracking, logging, accounting and reporting data and may record and/or process (e.g. for providing consolidated reports) the obtained data.
3. CMP1/CCH1 forwards the tracking, logging, accounting and reporting data to the resolving CMP2 or parent CCH2 of the resolving CRS. The time at which CMP1/CCH1 forwards the data may be determined by a timer or a policy.
4. CMP2/CCH2 receives, records and processes (e.g. for providing consolidated reports) the obtained tracking, logging, accounting and reporting data. 
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