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1 Reason for Contribution

This contribution provides some of the implementation details related to IC 0072R2.  This is to be used towards the STI 1.1 Technical Specification document.
R01 includes changes and questions discussed during the face-to-face meeting in Athens.  The STI member companies are asked to discuss the remaining questions within their respective companies and be ready to discuss this at the next conference call.

R02 includes new comments and questions with regards to open questions/items 5,6, and 15.

R03 includes a few new questions and comments,

R04 contains an updated UML diagram and more comments, questions and answers.  The discussion is ongoing on some of the issues.
R05 – see the change bars starting on page 4.
2 Summary of Contribution

This contribution proposes a detailed schema for the actual input and output media properties.
3 Detailed Proposal

The proposal only includes a UML diagrams for the purpose of the discussion.  Other contributions covering the XML schema, text in the specification, examples, etc will follow at a later time.

The UML diagram on the next page was greatly inspired by the transcodingParams diagram.  Elements have been removed, and others added.
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Here are some issues that are opened for discussion:

1. How to report elements that have been removed (e.g. from a multipart) ?  Have a new parameter called “numberOfDeletedElements” ? 
( No, no relation between the input and the output shall be provided.
2. How to report elements that have been added ?  Should there be any special mention when an element has been added ? 
( No special mention, just describe what the output is
3. Should there be any correlation between the input and output media properties ?  In earlier discussions during the making of STI 1.0, it had been said that the Transcoding Platform shall just report the input and output properties and let the Application Platform do the analysis.
( No
4. What if the transcoded media is sent to an external storage, should we still use the CID that are within the multipart to identify the various components ? 
( Yes
5. Should we have 2 levels of properties reporting, i.e. when a multipart, only the multipart properties, without getting into each and every elements within the multipart ? 
( Based on a discussion during the Jan 10 conference call, no such parameter will be standardized.  By default, if a multipart is present, the media properties for both the multipart and the individual media elements shall be provided.
6. How to handle DRM-protected elements ? (they are not of type image, or video, or audio, within a multipart or not, but of type application/vnd.oma.drm.message) 
a. Should we handle it in a similar way to a multipart ?  i.e. DRM content type, and within it, media content type and other info.  
If we do, we should add a DRM structure that would point to the other media types (similar to multipart)
b. Should we keep to the specific media structure and provide the DRM info within that media structure ?  
Note that this could create problems with contentQuery requests where the source contentType parameter is necessary in the request; would it have to include the DRM contentType or the media contentType.  The DRM contentType is the first one that would be encountered by the Transcoding Platform.

It does not really matter in terms of reporting, but it does matter in terms of the normal request/response.  A new open issue has been opened regarding the request/response issue which is an issue even in STI 1.0.
For media properties reporting, the group feels that it would be ok to have the DRM information within the media.  The main reason for this is that in terms of reporting on a media, the nature of the media is the most important criteria; is it an audio or a video, etc.  The information on the DRM protection is secondary. 
( Based on the above discussion, the DRM structure should be within each media structure.
Possible DRM structure within each media element structure:

<drmDetails>


<type>OMA v1.0</type>


<subType>FL</subType>


<contentType>application/vnd.oma.drm.message</contentType>

</drmDetails>
About the drmDetails structure:

Doesn’t the content type encapsulate all the needed information ?  
( For OMA-DRM v1.0, both a Forward-Lock and a Combined-Delivery media would have the same content type (application/vnd.oma.drm.message), so there would be no way to differentiate them.
We could also use contentTypeParams to supplement the contentType.  For example, we could decide to standardize sub-type as a contentTypeParams.

Do we need to add extensionData to this structure ? (not really if we use contentTypeParams)
With the above, the drmDetails structure would look as follows:

<drmDetails>


<contentType>application/vnd.oma.drm.message</contentType>

<contentTypeParams>  “collection of contentTypeParam elements” </contentTypeParams>
</drmDetails>
c. Should we use the normal structures and send a warning to mention the element was protected ?  
d. Should we specify that if an element is protected, then no media properties shall be returned ?
e. Is it possible to protect multipart structures (other than OMA-MMS) ?

( yes it is possible.  But should we support the DRM-Multipart-single media element hierarchy ?  (this is deemed as complicated)
f. The media properties reporting cases are:

1. Single media element

2. Multipart that includes one or more single media element(s)

3. DRM-protected single media element

4. DRM-protected media element(s) within a multipart 

5. DRM-protected multipart

6. DRM-protected multipart that includes one or more DRM-protected single media element(s)

As mentioned in e above, a hierarchical structure would be complicated to support scenarios such as item 6 above.  It is deemed better to have a DRM structure within each media structure, including the multipart structure.  The suggestion is that it is inserted in the Media parent structure in the UML diagram. 
7. Should we consider other DRM schemes (e.g. Microsoft) ?

Maybe having a contentType parameter within the DRM structure would be flexible enough to support various DRM schemas (if this is the way to identify the various schemas)

8. Should we report transformations performed ?  Transformations relate to the process, or something that was done to the media, it is not really a media “property”. 
( No
9. Should we report multipart structures at all ? 
( This is a duplicate of question 5 above.

10. Are there any parameters that should be taken out ?

11. Are there any parameters that should be added ?

12. Can image-quality be reported as a contentTypeParam (or codecParam) instead of having a specific element ?  image-quality means the quality factor for JPEG for example.  In general, can some of these elements be reported as contentTypeParam (or codecParam) instead of having a specific element ?

( Since it is a codecParam in the request structure, it should also be a codecParam in the media details structure.

13. Should we have duration at the videoVisual and videoAudio level instead of at the video level ?  Or should it stay at the video level and indicate the longest of the 2 tracks.
( it could also be at both levels

( It should stay at the video level.

( Should we add the following text to the description of the video duration parameter ?

In cases where the multiple tracks do not all start and stop at the same time, the duration of the video SHALL be the time between the start of rendering until the end of rendering of the whole file.
14. Should we create a structure for the bitRate information (type, average, max, min) ?  Similarly for frameRate.

( The group seems to agree that there should be a structure for bit rate, and maybe even a generic “rate” structure.
<audio>


…


<bitRateType> VBR | CBR | FBR </bitRateType>
<bitRateDetails>



<average>     </average>

(see note below)



<minimum>   </minimum>



<maximum>  </maximum>

</bitRateDetails>


…

</audio>

Note: Contains average bitRate if VBR, or actual bitRate value if CBR or FBR.
bitRateDetails would be used for the audio, videoAudio, and VideoVisual structures.

bitRateType does not apply to VideoVisual.

There may be a need to include a new parameter called windowSize to specify the time window for the measurement of VBR, or specify in the text of the spec that a window size of 1 sec (for example) should be used for measuring.  However with this second method, unless it is enforced there is no guarantee that the transcoding platform would indeed use the suggested window size.

Without this parameter or specification, the value for the minimum and maximum bitRate are ambiguous (at least for videoVisual).  The alternatives are as follows:
1. removing minimum and maximum from the media properties (maybe only for videoVisual)
2. adding a time window parameter in the request 

3. adding a parameter in the response to report the window size that was used
4. specifying in the text of the spec that x msec SHALL be used for the measurements

5. specifying in the text of the spec that x msec SHOULD be used for the measurements

6. Leaving everything as is currently proposed

Whatever is decided above, an informative section should be added to the spec to clearly define what is meant by the parameters.
( Option 4 or 5 seem to be the preferred option.   Text in the spec should include the following:

“The algorithm to measure the minimum and maximum bit rates SHALL be to let a (time) window "slide" over all the bits/bytes/packets.  The measuring algorithm SHALL use a 1 second sliding window.  Also, in order to ensure that the values measure are consistent across platforms and products, a frame should be considered 100% received within a given second, not distributed over 2 seconds.”  
15. Should we remove metadata and only use contentTypeParams ?
( It should be kept as metaData to avoid confusion since these are not really contentTypeParams.  STI policies should be used to control whether or not the metaData should be included in the response.  By default, the metaData SHALL NOT included.
16. Do we need all these parameters for the video frame rate ?
( No.  Suggestion is to have only a frameRate parameter which would indicate the maximum frame rate (i.e. shortest time between two consecutive frames).  This is the most important information in order to compare with the maximum frame rate supported by the receiving client.

17. We also need to rename some of the structures in the MediaDetails structure because some names are the same as in the TranscodingParams structure but the structures are different.  The structures that need to be renamed are: “Media”, “Audio”, “Image”, “Text”, “Video”, “Multipart” and “Presentation”.
A few alternatives are possible (audio is used as an example here):
1. mediaDetailsAudio
2. audioDescriptor
3. audioProperties
If option 1 is selected, for the Media parent structure, MediaDetailsBase or something similar could be used since MediaDetailsMedia would not a very good name.  
Option 3 could create some confusion since STI contains a properties/property structure.
Also note that from an XSD point of view, VideoVisual and VideoAudio can keep the same names because they are not referenced elements but I think we should also change their names to avoid confusion.

Once a decision has been made, I will update the UML diagram.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

This contribution is to be used as a starting point for the discussions.
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