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1 Reason for Contribution

Action item “PAG-2007-A015 Potential GSMA work overlap with BCP outline (-0237)”
2 Summary of Contribution

The GSM Association has developed a service definition document (attached) that describes a recommended operator implementation of the OMA presence SIP/SIMPLE service enabler specification built on an IMS core network in a 3GPP environment.
3 Detailed Proposal
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4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

Consider the embedded document (see section 3) in the development of OMA Presence SIMPLE 2.0 and the Implementation Guidelines for both Presence and XDM enablers.
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1 Introduction


1.1 Confidentiality and Anti-Trust Compliance


1.1.1 Restricted Information


Access to and distribution of this document is restricted to the persons listed under the heading Security Classification Category. This document is confidential to the Association and is subject to copyright protection. This document is to be used only for the purposes for which it has been supplied and information contained in it must not be disclosed or in any other way made available, in whole or in part, to persons other than those listed under Security Classification Category without the prior written approval of the Association. The GSM MoU Association (“Association”) makes no representation, warranty or undertaking (express or implied) with respect to and does not accept any responsibility for, and hereby disclaims liability for the accuracy or completeness or timeliness of the information contained in this document. The information contained in this document may be subject to change without prior notice.


1.1.2 GSMA Anti-trust Compliance


All work on the Presence and Group Management project will be carried out STRICTLY in accordance to the GSMA Anti-Trust Compliance policy. All individuals contributing to the project must familiarise themselves with this policy before commencing on the project. 


The GSMA Anti-trust compliance manual can be found at the following location:


https://infocentre.gsm.org/cgi-bin/securenonprddownload.cgi/gsma_compliance_manual_ic_120095.doc?120095&doc

1.2 Audience


This document is targeted at the following audiences:


· GSMA working groups


· GSMA members who are looking to implement Presence-based applications


· GSMA associate members


· Non-mobile Instant Messaging Service Providers (although this service definition currently covers only mobile-to-mobile interworking scenarios).


· Vendors implementing Presence and Group Management services


1.3 References


This service definition is based around OMA SIP/SIMPLE Presence v1.0 and the OMA XDM v1.0 specifications.


		Origin

		Ref

		Document title and/or description



		GSMA

		IR.65

		IMS Roaming and Interworking Guidelines



		3GPP

		TS 23.141

		Presence Service, Architecture and functional description



		

		TS 04.08

		Mobile radio interface layer 3 specification



		OMA

		

		OMA-TS-Presence_SIMPLE-V1_0_1-20061128-A



		

		

		OMA-AD-Presence_SIMPLE-V1_0_1-20061128-A 



		

		

		OMA-RD-Presence_SIMPLE-V1_0-20060725-A



		

		

		OMA XML Document Management v 1.0



		

		

		OMA Instant Messaging and Presence Service v 1.3



		

		

		WV-SIP/SIMPLE Interworking



		IETF

		RFC 4479

		A Data model for Presence



		IETF Drafts

		

		Publication of Partial Presence Information draft-ietf-simple-partial-publish



		

		

		Session Initiation Protocol (SIP) extension for Partial Notification of Presence Information draft-ietf-simple-partial-notify



		

		

		Session Initiation Protocol (SIP) Event Notification Extension for Notification Throttling draft-niemi-sipping-event-throttle-04 (now expired)



		

		

		An Extension to Session Initiation Protocol (SIP) Events for Issuing Conditional Subscriptions draft-niemi-sip-subnot-etags-01 (now expired)





1.4 Glossary of Terms


The following terms are used in this document:


		Term

		Definition



		MNO

		Mobile Network Operator



		MS

		Mobile Subscriber. Note that this is a GSM term. In UMTS, the equivalent is UE – User Equipment.



		PRSGM Project

		Presence and Group Management Project



		IREG

		International Roaming Expert Group (GSMA)



		TADIG

		Transferred Account Data Interchange Group (GSMA)



		IWG

		Inter-Working Group (GSMA)



		IM

		Instant Message



		IMSP

		IM Service Provider



		Group Conversation

		IM conversation between more than two users



		IM Hub

		Hub provider supporting IM or acting as IMSP





1.5 Background


· PGM Presence & Group Management Phase 1, Project Number 134


· Project Tollgate 0 Toll Gate 0_134, approved 21 April 2006


· Project Tollgate 1 TG1_134, approved 15 June 2006


		Person

		Name



		Project Sponsor 

		Luis Jorge Romero, Telefónica Móviles



		Project Leader 

		Enrique Izaguirre, Telefónica Móviles



		Project Manager 

		Tom Uhart, GSMA



		Project Authority 

		EMC



		Programme Coordinator 

		Naomi Cogan, GSMA





Scope and Objectives


This service definition is based around OMA SIP/SIMPLE Presence v1.0 and the OMA XDM v1.0 specifications.


It describes a recommended operator implementation of the OMA presence SIP/SIMPLE service enabler specification built on an IMS core network in a 3GPP environment.


1.6 Scope


The document covers the following topics:


· Presence and group management technical architecture: provides an overview of the 3GPP and OMA specifications and in particular, describes how they relate to each other.


· Presence data model: provides an overview of the presence data model document as described by the OMA presence architecture. It also categorises the attributes of the model as “recommended” as part of a minimum feature set to ensure a coherent and consistent use experience across networks and “optional”. 


· Presence use cases: describes presence use cases, which involve inter-operator interactions.


· Presence interworking charging principles: describes a set of recommended presence inter-operator charging principles.


· Presence and group management implementation guide: guidelines for implementation of the OMA presence and group management standard on mobile networks.


1.7 Out of Scope


· Technical implementation of interworking architecture (e.g. via IPX, always routed through IMS etc). 


· This document is not an exhaustive technical interoperability specification.


· This document is not intended to provide User Interface requirements.


1.8 Objectives


The aim of this document is to establish the foundation of a presence and group management framework by which a presence service provider can implement a service that can easily inter-work with others that follow the same recommendations. This is achieved through the definition of a presence and group management enablement architecture, a minimum feature set of this framework-set, a set of inter-operator charging principles and implementation guidelines for mobile operators.


It is also the intention of this service definition to drive the specification works in other working groups, both internal to the GSMA and external standards bodies such as 3GPP and OMA.


The document covers the corresponding requirements for the PRS service coming from the IM/SD2, IM/PRS, PoC, Packet Voice Inter-working and Video Sharing GSMA SD documents, as well as other legacy services like presence-enhanced Circuit-Switched audio calls.


A gap analysis to the current OMA standards is included in Appendix C.


2 Presence Architecture


2.1 Recommendations


In order to deploy a fully effective presence capability, it is recommended that operators implement an architecture based on OMA AD Presence SIMPLE 1.0. This architecture is shown in Appendix A. 


The recommended architecture can be used to support interworking. The following figure shows an example of the configuration that may be implemented. Note that the Presence Server in the watcher network is optional. According to IREG IR.65, the interworking connection should be carried out via the IMS-cores as depicted (Pw/PRS-2 interface).  There is therefore no requirement to interface Presence Servers directly.
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Figure 1 – Example Presence Interworking Architecture


The 3GPP have also defined a presence architecture in TS 23.141, which can be mapped onto that of OMA. In particular, the 3GPP interfaces Pw, Pep etc can be mapped onto the OMA interfaces IP-1/PRS-1/XDM-1 etc. 


It is recommended that the standardized interfaces be implemented as follows:


		3GPP Ref Point

		OMA Ref Point

		Precedence

		Protocol



		Pep

		PRS-1

		OMA

		



		Peu

		XDM-3

		OMA

		



		Pen

		PRS-1

		OMA

		



		Pex

		PRS-1

		OMA

		



		Pw

		IP-1

		OMA

		SIP



		Pr, Pp, Ph, Pi, Pc, Pg, Pk, Pl

		No equivalent

		3GPP

		



		Pwp*

		PRS-2 & PRS-1

		OMA

		



		Px

		No equivalent

		3GPP

		





* Reference point Pwp combines 3GPP Pw and Pep reference points functionalities and corresponds with OMA PRS-2 and PRS-1 reference points. It should be implemented as OMA states.


2.2 Presence Network Agents


It is recommended that a Presence Network Agent (PNA) be used to support system generated attributes. The PNA should be connected to the network element using the standard interface defined in 3GPP TS 23.141. Examples include the Pl connection to the Location Server (GMLC) to provide Geographical Location from the network, or the Pk interface to the GGSN to provide information regarding GPRS status.
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Figure 2 - Presence Network Agent Interfaces


2.3 Group Management Architecture


The Group Management capability may be implemented using the XML Document Management capability. The functional elements used to support this are shown in an example configuration below. Note that no significant interworking use cases are anticipated for group management. Therefore, no inter-operator interface is required.
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Figure 3 - Example Group Management Architecture


2.4 Effects of reduced implementation


Certain functional entities may be eliminated from the recommended architecture without affecting the MNO-to-MNO interworking. However, their removal will have a significant effect on the performance of the service. The following table lists the functional entities that may be eliminated, and the functions that will be lost as a result.


		Element

		Function



		Shared XDMS

		Reutilization of groups lists from different services






		RLS and RLS XDMS

		Definition of presence lists



		Content Server

		Content-indirection functionality



		Presence Network Agent

		Network-generated presence information



		PS and PS XDMS

		Support of presentities





Even without any of the above functional entities, an MNO would still be able to connect their users as potential watchers of other MNOs’ users by implementing only an IMS Core. However, this kind of deployment will need some extra functionality in the IMS Core, especially regarding the accounting of presence service usage as seen in section 6.2. Furthermore, this kind of deployment may also result in poor control of loading impacts and presence optimisations as seen in section 7.1, 7.2 and 7.3.


Although it is possible, it is not recommended, to interconnect an MNO that does not support the presence service with an MNO that does. This can be done by just supporting watcher functionality in the clients and making use of reference, point IP-1 defined in OMA. 


2.5 How services use Presence


OMA Presence SIMPLE 1.0 provides some generic presence information elements that may be useful for several services (e.g. IM, PoC, Voice Calls, Video-Share etc.). Each service shall define which of these presence elements will it use and their specific semantics.


For the unique identification of a service, every service shall register its own service identification token through OMNA. Some of these already identification tokens defined are:


· org.openmobilealliance:PoC-session


· org.openmobilealliance:PoC-alert


· org.openmobilealliance:IM


Appropriate procedures regarding when and how to interact with the presence service shall be defined per each service and it shall be referenced by a link in OMNA service identification register.


Currently, the scope of OMA Presence 2.0 Requirements Document proposes to cover the following presence enabled services:


· OMA PoC;


· IM (at a minimum OMA IMPS and OMA SIMPLE IM);


· SMS;


· MMS; 


· E-mail;


· OMA GS (Gaming Service);


· Circuit-Switched audio call;


· Circuit-Switched video call;


· SIP based Voice over IP (VoIP).


2.6 Benefits & Drawbacks of Watcher Presence Server


Watcher networks may operate without a Presence Server in their network – its use is optional. Operating a presence server however does also allow a network to function as a Presentity network.


Adding the watcher presence server may be achieved with little or no impacts on interworking partner Presentity networks. This is because the interworking connection is between the IMS cores, and the Presence Servers are only indirectly interconnected.


There are some key functions that a watcher presence server might support that are identified in this document


2.6.1 Charging support


The charging model for Presence described in section 6. To adequately support the wholesale interworking charging regime, the watcher network should be able to independently capture any charging parameters.


Certain parameters of the charging, such as the size and frequency of the NOTIFY and SUBSCRIBE messages may be supported by a core IMS. Other parameters will require a greater level of application awareness:


· Different types of presence information requested in SUBSCRIBEs


· Different types of presence information conveyed in NOTIFYs


· Detection of content indirection 


Charging support may be obtained via a Presence Server in the Watcher network. Such functionality is required of the Presence Server when used to support a Presentity, and therefore it might be re-used effectively.


Alternatively, a deep packet inspection node could be used to provide this functionality.


2.6.2 Presence Optimisation


A number of possible presence optimisations are identified and described in section 7. A presence server in the watcher network can provide an application aware point of control that can greatly assist in reducing the load on the watcher network whilst maintaining an attractive and effective presence service.


Specifically, a watcher presence server can be used to support:


· Enforce Limit of number of subscriptions per watcher. Watcher network must otherwise trust that client remains within the desired limit. (Section 7.2.4.2).


· Perform Watcher Filtering – allowing watcher network, without altering the protocol, to filter out notifications locally of no value to the watcher. (Section 7.2.5.2)


· Perform Watcher Presence Server Throttling – allowing the number of NOTIFY messages per watcher to be limited without the need for the support of Subscription Throttling in the protocol. (Section 7.2.6.3)


Note that a Resource List Server (RLS) would also have benefit to the watcher network from a traffic optimization perspective.


2.6.3 Drawbacks


The drawbacks of a watcher network including a Presence Server must also be considered. If the network does not wish to support Presentity functionality then clearly the network would need to purchase, install and maintain a new network element. Should they already have a Presence Server installed to support their Presentities, other drawbacks might include: 


· Additional functionality needed in PS


· Additional loading on the PS, perhaps demanding increased processing and network resources


· Possible extra delay to SUBSCRIBE and NOTIFY in watcher network. The presence service does not generally require very short delays so this factor may be insignificant


3 Presence Data Model


The Presence Data Model as defined in IETF RFC 4479 and inherited by OMA Presence SIMPLE 1.0 is categorized in four key components: the Presentity URI, the Person, the Service and the Device: 


· The Presentity’s URI component indicating the Presentity’s identifier (e.g. SIP URI, tel. URI)


· The Person components model the information about the Presentity.


· The Service components model the forms of communication used by the Presentity. 


· The Device components model the physical pieces of equipment used by the Presentity. 


The relationship between the data elements is according to the following scheme:
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Figure 4 - Presence Data Model


OMA Presence_SIMPLE TS1.0 defines a presence data model described in sections 4.1- 4.3. The attribute elements of this data model are not mandatory. 


Operators retain the right not to pass on attributes to interworking partners because of the perceived commercial sensitivity of certain attributes.  This is discussed further in section 4.4.


For each attribute, a charging category has been identified. Each attribute is also identified as “Recommended” or “Optional”. 


In this section, recommended means that a mobile operator would expect an interworking partner to support this attribute in interworking and/or that this attribute is important to an overall consistent and coherent cross-operator user-experience.


Optional means that a mobile operator has no preference concerning the support of this attribute by an interworking partner. 


3.1 Person


The person data component models information about the user whom the presence data is trying to describe. This information consists of characteristics of the user, and their status.


		Person


Attributes

		Type (Charging category)

		Recommended 


Support

		Semantics



		Overriding Willingness

		Personal Circumstances

		Recommended

		The “Overriding Willingness” provides an indication, set by the presentity that takes precedence over “Application-specific willingness” settings.



		Activity

		Personal Circumstances

		Recommended

		The “Activity” building block is an enumeration  of activity-describing elements provided by the Presentity indicating his/her/its current activity(ies).



		Location Type (place) – user entered

		Personal Circumstances + Free text

		Optional

		The “Location-Type” building block indicates an enumerated or free text location value as provided by the presentity.  The value of this element indicates the type of location where the presentity physically resides at that point in time.



		Time-zone

		Personal circumstances

		Recommended

		The value of this element indicates the difference in minutes between the time at the current location of the presentity and current UTC time in minutes.  The value should be such that when added to UTC, the time at the current location of the presentity is obtained.



		Mood

		Personal Circumstances

		Recommended

		The “Mood” building block is an enumerated value indicating the presentity’s mood.



		Icon

		Free Image

		Optional




		The “Icon” building block provides a small image that the presentity may chose, such that the watcher’s terminal can use this information to represent the presentity in a graphical user interface.



		Class

		N/A (operator specific)

		N/A (operator specific)

		The “Class” element describes the class of the “service” element or  “person” element.  Multiple elements can have the same class name within a presence document.  The naming of classes is left to the presentity. The presentity can use this information to group similar “services” or “person” elements or to convey information that the PS can use for filtering or authorization.



		Geographical Location

		Geographical Location

		Recommended

		The “Geographical Location” building block indicates the presentity’s or the device’s geographical location.



		Note

		Free Text

		Recommended




		The “Note” building block is a free text value used to provides any type of written information  to a potential watcher



		Timestamp

		System Generated

		Recommended

		The “Timestamp” building block provides a timestamp specifying the time when the presence server received the most recent information pertaining to the data component instance that contributes to the data component instance’s aggregation.





3.2 Service


The service data component gives information about specific services to which a user has access. For example, there may be specific data components for PoC, Video Share, IM or Voice


For each application supported, recommended Presence attributes:


		Service


Attributes

		Type


(Charging category)

		Minimum feature set?

		Semantics



		Application-specific Availability

		System generated

		Recommended

		The “Application-specific Availability” indicates whether it is possible to receive an incoming communication request using the specified service and device (if specified).



		Application-specific Willingness

		Personal circumstances

		Recommended

		The “Application-specific Willingness” indicates whether the user of the specified communication service desires to receive incoming communication requests for the specified application and device (if specified).



		Icon

		Free Image

		Optional



		The “Icon” building block provides a small image that the presentity may chose, such that the watcher’s terminal can use this information to represent the presentity in a graphical user interface.



		Session Participation

		System generated 

		Recommended

		The “Session Participation” building block indicates that the user is involved in at least one session of a specific service (e.g. PoC session).



		Service Description

		System generated

		Recommended

		The <service-description> elements describe OMA-specific services. Services utilizing this element SHALL register a unique value with OMNA.



		Class

		N/A

		N/A (operator specific)

		The “Class” element describes the class of the “service” element or  “person” element.  Multiple elements can have the same class name within a presence document.  The naming of classes is left to the presentity. The presentity can use this information to group similar “services” or “person” elements or to convey information that the PS can use for filtering or authorization.



		Per service device identifier

		System generated

		Recommended

		The “Per service device identifier” building block identifies the device or devices where a particular “service” component executes.



		Communication Address

		System generated 

		Recommended

		The value of this element is the URI used to contact invoke the specific service of the presentity



		Timestamp

		System generated

		Recommended

		The “Timestamp” building block provides a timestamp specifying the time when the presence server received the most recent information pertaining to the data component instance that contributes to the data component instance’s aggregation.





3.3 Device


Devices model the physical operating environment in which services execute. Examples of devices include mobile phones, PCs, laptops, PDAs and fixed phones.


The device component may include information about the connections available e.g. GSM, GPRS, 3G, WLAN etc.


		Device


Attributes

		Type


(Charging Category)

		Minimum feature set?

		Semantics



		Network Availability

		System generated 

		Recommended

		A device may be “connected” to one or more networks, such as a GSM, CDMA, GPRS, 802.11x, IMS, etc.  However, connectivity to a network cannot be defined in a generic manner, as different states may exist for different networks.  As such, the <network-availability> element is defined in a generic, extensible way.  Each network that needs to be supported needs to extend this specification in order to stipulate the details



		Geographical Location

		Geographical Location

		Recommended

		The “Geographical Location” building block indicates the presentity’s or the device’s geographical location.



		Device identifier

		System generated

		Recommended

		URN that uniquely identifies the particular device. It SHALL not change over the lifetime of the device and has to be stored in a non-volatile memory.



		Timestamp

		System generated

		Recommended

		The “Timestamp” building block provides a timestamp specifying the time when the presence server received the most recent information pertaining to the data component instance that contributes to the data component instance’s aggregation.





3.4 Attribute support 


For the free text attributes, mobile operators should support a string of at least 15 characters (or a reasonable equivalent to account for 2-byte per character alphabets) to ensure successful interoperator interworking. 


Similarly, for the free image attributes, mobile operators should support an image size of at least 30 kBytes.  As stated in the OMA specifications, presentities should provide images of sizes and aspect ratios that are appropriate for mobile devices. The “Icon” should be expressed in one of the following image formats:  JPEG, PNG and GIF.

Individual operators may consider imposing limitations and fair usage policies on the size and use of Presence attributes such as Free Text and Free Image. For example, operators may choose to limit the size and or the number of changes per day or month. Note that operators should not set free text limits of less than 15 characters or free image limits of less than 30 kBytes. (Lower limits might compromise the interworking of these attributes).


3.5 Attribute sensitivity


The attribute elements of this data model are not mandatory. Operators retain the right not to pass on attributes to interworking partners because of the perceived commercial sensitivity of certain attributes.  


In particular, the following attributes might be considered by some operators as commercially sensitive:


· Geographical Location


· Each Service block as per section 4.2


· Network Availability


The reasons for the sensitivity include the following risks:


· Privacy of the subscriber may be compromised


· Profiling of subscribers


· Exploitation of network availability to offer competing service


Operators who chose not to pass certain attributes to interworking partners should clearly identify this fact in the interworking agreement. 


Operators who chose to allow these attributes to be passed should only do so after careful consideration of the potential risks, weighed against the potential benefits. They should also consider ensuring that any contractual agreement restricts the use of presence information by any party involved in the value chain, to that for which it was intended. 


4 Presence Use Cases


4.1 Overview


The following use cases do not purport to be exhaustive. They are designed to highlight the issues around interworking and charging principles for presence. 


There are elements of the workflow that these use cases do not describe in detail. For instance, proactive and reactive authorization procedures and mechanisms are out of scope of this section, as they have no bearing on interworking and/or charging principles.


The use cases have been split into two categories:


· Subscribe


· Publish and Notify


		Category

		Use Case



		Subscribe

		Proactive Subscribe



		

		Reactive Subscribe



		Publish

		Publish and Notify





4.2 Actors


		Actor

		Description



		User A

		Mobile watcher belonging to Operator A



		IMS A

		Operator A’s IMS core network



		User B

		Presentity belonging to Operator B



		IMS B

		Operator B’s IMS core network



		PS B

		Operator B’s Presence Server





4.3 Use Cases


4.3.1 Proactive Subscribe


Description


User A requests a subscription to User Bs presence information. User B has proactively authorised user A.


Proactive authorization applies when there is associated authorization information within a presence service. In this case, Presence Server B realizes that User A matches with a presence authorization rule already defined by User B and responds accordingly (accepted, blocked).


It is also possible for a user to define granular authorization of presence information; i.e., to decide whether a user is authorized or not to see each specific part of another user’s presence information.


A user can define his authorization rules in his own domain presence server; this rules can be defined for an specific user or for an specific Presence Group List. It shall also be possible to specify a default authorization rule for non-explicitly authorized users.


Preconditions


User B has proactively authorised user A.


Post conditions


User A becomes a watcher of User B’s presence information. User A receives an update with current presence information.


Normal Workflow
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Figure 5 - Proactive Subscribe Use Case

		Stage

		Description



		1

		Watcher sends SUBSCRIBE message via IMS A (and optionally via PS A) to PS of Presentity (PS B). SUBSCRIBE message contains 


URI of PRESENTITY, 


expiry time 


any filters for the presence (that defines if all or part of the presence document is being requested).



		2

		PS B authenticates the Watcher. In the case of the proactive authorisation, the Presentity will have indicated to the PS the permission (or not) for the watcher to see his or her presence information



		3

		PS B then sends 200(OK) back to watcher.



		4

		PS then prepares presence notifications based on the requested info in the SUBCRIBE (event notification filtering) and on the authorisation



		5

		PS then sends NOTIFY, via IMS A (and optionally PS A) to watcher containing the current state of the presentities’ information subject to the filter criteria set-up. 



		6

		Watcher responds with 200 (OK) back to PS





Alternative Workflow


· PS rejects the subscribe


· User B politely blocks the watcher


4.3.2 Reactive Subscribe


Description


User A requests a subscription to User Bs presence information.


Reactive authorization applies when there is no associated authorization information within the own domain user presence service. In this case, authorization request is sent to User B for approval; if User B is not logged on, subscription remains pending and PRS Server B shall send back a pending subscription response.


Preconditions


None


Post conditions


If authorized, User A becomes a watcher of User B’s presence information. User A receives an update with current presence information.


Normal Workflow
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Figure 6 - Reactive Subscribe Use Case


		Stage

		Description



		1

		Watcher sends SUBSCRIBE message via IMS A (and optionally via PS A) to PS of Presentity (PS B). SUBSCRIBE message contains 


URI of PRESENTITY, 


expiry time 


any filters for the presence (that defines if all or part of the presence document is being requested).



		2

		PS B authenticates the Watcher and determines that reactive authorization is required. The PS then immediately sends a 202 accepted response back to the watcher.



		3

		PS B sends request for authorization to User B (Presentity)



		4

		PS B immediately sends a “dummy” NOTIFY back to the watcher via IMS B with a valid neutral or empty presence information and a valid Subscription-State header field (set to “pending”) for the time being.



		5

		Watcher sends 200(OK) back to PS B



		6

		User B (Presentity) accepts authorization and responds to PS B



		7

		PS B then sends NOTIFY, via IMS A to watcher containing the current state of the presentities’ information subject to the filter criteria set-up. 



		8

		Watcher responds with 200 (OK) back to PS B





Alternative flows


· User B (Presentity) rejects authorization


· User B politely blocks the watcher


· User B does never responds to authorization - subscription expires


4.3.3 Publish and Notify


Description


User B changes basic presence attributes. User A is notified.


A user can set his own presence information via appropriate interface in his device or presence updates can be generated by agents like application servers or legacy presence systems ((calendar applications, HLR information, etc…).


Preconditions


User A is subscribed to User B’s presence information.


Post conditions


User A is notified of User B’s presence information change.


Normal Workflow
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Figure 7 - Publish & Notify Use Case


		Stage

		Description



		1,

		User B (Presentity) updates presence information by sending PUBLISH to PS B via IMS B



		2

		PS B authenticates User B and responds with 200(OK) via IMS B back to User B



		3

		Presence server determines lists of watchers to notify based on subscriptions and applies event notification filtering etc



		4

		PS then sends NOTIFY, via IMS A to watcher containing the current state of the presentities’ information subject to the filter criteria set-up. 



		5

		Watcher responds with 200 (OK) back to PS 





Alternative flows


None


5 Presence Interworking Charging Principles


The wholesale charging structure for Presence interworking is relatively complex when compared to messaging services such as SMS. This is a result of the many-to-many relationships between presentities and watchers, the interdependencies between SUBSCRIBE and NOTIFY messages and the potential use of presence as an enabler for other services that are charged in their own right. The principles outlined in this service definition are therefore intended to form a flexible framework that allows mobile operators to develop wholesale charging in an appropriate manner. It is expected that in practice some charging aspects could be grouped, and/or zero-rated resulting in a much simplified charging structure.


Note that charging principles described in this service definition relates to wholesale charging only.


5.1 Considerations


· The Presence service behaves exactly the same whether the user is roaming or not. There are no specific roaming service requirements except GPRS coverage on the roaming network. This means that the roaming network will charge the Presence user’s home network for GPRS data roaming.


· The recommended interworking charging principles builds on those recommended in IM Phase 1. The general principle of “originating party pays” is maintained for presence as generic enabler. 


· The recommended interworking charging principles apply to the wholesale scenario. No recommendations are made concerning retail charging.


5.2 Charging Parameters


Presence will be charged as a function of four parameters:


(1) Subscription duration/Notification duration


(2) Size of presence data exchanged


(3) Number of presence events exchanged


(4) Type of presence data exchanged. The types are listed below:


		Free text



		Geographical location



		Free image



		System generated –timestamp, device identifier



		Personal circumstances (standard list) - mood, activity, location





It should be noted that the presence chargeable event includes a “200 OK” response.


Note: Extended elements, new elements or child elements under the elements defined in chapter 4 should be classified within this list. If this is not possible, new type shall be added to this list.


It is expected that information for charging parameters 1, 2 and 3 might be obtainable from IMS core nodes. However, parameter 4 may require a presence server or deep packet inspection capability in the watcher network as well as a presence server in the Presentity network. The requirement to be able to charge based on these parameters may need to be highlighted to OMA and equipment vendors (see Appendix C, Gap Analysis).


5.3 Direction of Charge


5.3.1 Subscribe
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Figure 8 - SUBSCRIBE Charging


Watcher’s operator pays Presentity’s operator


Charge based on type of presence data requested and subscription duration as per 6.2 (4) and 6.2 (1) respectively.


Subscription charge = function of (duration, content type)


5.3.2 Notify
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Figure 9 - NOTIFY Charging


Presentity’s operator pays for delivery to Watcher(s)


Charge based on type of presence data exchanged, size of presence data exchanged, number of notifications and notification duration as per 6.2.


Notification charge = function of (duration, volume, #events, content type)


5.3.3 Content Indirection


Instead of sending out a large content document as part of the NOTIFY, the document can be stored partly on the content server and the NOTIFY contains the HTTP for those indirect attributes that the watcher will download utilizing the link.


This is shown in the figure below. 
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Figure 10 - Scenario for content indirection of status-icon


The content indirection issue (technically described in section 7.2.3) needs special attention when the charging model is based on volume and/or type of presence data exchanged. In this case, the watcher operator will pay for the data traffic, if not handled. There are some alternatives on how to handle this:


· Alternative 1: The operators can agree that this traffic will be paid by the Presentity’s operator. This is in line with the charging principles set out in 6.3.2 and guarantees the use of content indirection only when necessary (i.e. large icons).

· Alternative 2: The operators can agree not to use content indirection as part of a bi-lateral agreement


· Alternative 3: The operators can agree that this traffic will be paid by the watcher's operator. This may be problematic (i.e. not in line with charging principles)


In these cases the image Share Server may be free of charge and also a common server for more operators (see section 7.2.3 for implementation guidelines)


Recommendation

Note: Content indirection may negatively impact user experience. 


It is recommended that mobile operators allow the use of content indirection to support the exchange of large icons. However, Presentity networks should only use content indirection where genuinely necessary. That is where an object is of a greater size than could be supported by the core IMS. Presentity networks should not use content indirection for attributes other than icon. Watcher networks should monitor the use of content indirection to ensure that Presentity networks are not abusing this feature.


Note: Full presence documents, even without Icons may exceed the limits of IMS capability when using UDP as a transport layer (1300 Bytes including headers). Therefore, TCP may be required to send full presence documents without content indirection.


6 Presence & GM Implementation Guidelines


This section outlines some considerations that may be useful when deploying PRS & GM. Some issues affect a single MNO only. Others are relevant to interworking because the choices of one operator have an impact on the network and services of their interworking partners.


6.1 Loading Impact Considerations


Loading and performance issues should be considered when deploying Presence and Group Management capabilities over mobile networks. These issues should also be respected when developing interworking between mobile and fixed networks where the same problems do not persist.  


A balance must be struck between the desire to deploy an effective & useful Presence Service and the need to manage the impact on network and terminal. Such impacts can be significant and MNOs are advised to consult with their radio network planning and optimisation departments.


Practical experience of mobile implementations of PRS & GM is limited at present, and therefore these guidelines are only possible in a high-level qualitative format.


6.1.1 Handset battery lifetime


Frequent reception of NOTIFY messages will impact on handset battery lifetime. It is preferable to avoid a frequent steady stream of NOTIFY messages to avoid the terminal being constantly in an active (Ready or PMM-Active) state. The default value for the Ready state timer, T3314, in the terminal is set in GPRS to 44 seconds (unless set by the network, see 3GPP TS.04.08) after which the terminal will drop back to Standby mode (which has lower power consumption). 


6.1.2 Number of paging messages


Unless the handset is in an active state, each new NOTIFY will result in a new paging message. Large numbers of paging messages are to be avoided because they use signalling across several cells.


6.1.3 Amount of air interface bandwidth


Although each SUBSCRIBE and NOTIFY message may be relatively small, when multiplied by a large number of subscribers/presentities, the total volume could be high – 10’s of MB per user per month. It would clearly be beneficial to reduce this, particularly for lower-bandwidth air interfaces such as GPRS.


Furthermore, when roaming, the current lack of service awareness will result in a wholesale data volume charge. The home operator needs to correlate this charge with the PRS & GM usage, which may be complex. 


6.1.4 HLR/HSS and other network elements


It is desirable to limit any impacts of the presence service on critical network elements. It is expected that the core IMS will be scaleable to cope with significant numbers of SIP SUBSCRIBE and NOTIFY messages. Scaling of other network elements such as HSS may be more costly and therefore excessive loading should be avoided.


Other factors are of less criticality as they are more easily scaled to cope:


6.1.5 Presence Server Load


It is not expected that the loading of Presence Servers be a critical factor in Presence Service as these servers should be scaleable. Factors such as the use of Partial Presence or the maintenance of state from between subscribes may affect the loading, but this may be subordinate to network load considerations.


6.1.6 Interoperator interconnect Load (e.g. IPX)


A high number of SUBSCRIBE and NOTIFY messages may be generated between mobile operator domains. Any interoperator interconnect can be expected to scale to cope with such a volume, considering that most messages are relatively short. 


6.2 Presence Optimisations


Presence optimisation is primarily concerned with the reduction in the number and size of messages (mainly SUBSCRIBE & NOTIFY) that are used to exchange presence information. Each NOTIFY or SUBSCRIBE message will have a co-responding acknowledgement (200 OK).


It is not recommended to try to reduce the number of SUBSCRIBE or the number of NOTIFY messages in isolation, since the two messages are related.  The complete dialog should be considered and judged from the point of view of the value to the users.


6.2.1 Use of Resource List Servers


Using a Resource List Server will reduce the number of SUBSCRIBE messages within the watcher network. It will also reduce the number of immediate NOTIFY messages sent in the watcher network. One SUBSCRIBE will be sent to the RLS instead of one subscribe for each Presentity being subscribed to. Then one (large) NOTIFY will be immediately returned from the RLS to the watcher. However, it does not reduce the number SUBSCRIBE or NOTIFY messages sent between operators. The number of intermediate NOTIFY messages from presentities will not be reduced. 


6.2.2 Use of Partial Publish and Partial Notify


Partial Publish and Partial Notifications can reduce the size of the relevant messages and therefore the air interface bandwidth required. The PUBLISH message is sent once per update in the presentities network. A NOTIFY message may be sent to many watchers, this can save significantly on the aggregate bandwidth used. It does not, however, reduce the number of Notifications. Partial NOTIFY must be supported by the watcher presence client. It would be beneficial if all mobile terminals support this feature.


The amount bandwidth saved by using partial notify and partial publish can be highly variable. For example, if an icon is included in the presence information, but is infrequently updated, it is highly beneficial to avoid re-sending the unchanged icon when other smaller size data change frequently. 


Note that despite the inclusion in OMA & IETF specifications, the feature may not be supported in the initial implementations of some Presence Clients.


6.2.3 Content Indirection


Content indirection can be used as a way to reduce the size of NOTIFY messages. Content indirection applies when there are attributes within the presence information that contain URIs to different MIME objects. These MIME objects can be conveyed within the presence information; or, on the other hand, they can be stored/fetched in/to the own domain content server. At the moment, the only presence attribute defined this ways is the status-icon, but this method could be used by future presence extensions.


Content indirection may apply on the Presentity-presence server side and/or on the watcher-presence server side:


· In the Presentity-presence server side, the presence source decides whether to use content indirection or not based on CLIENT-OBJ-DATA-LIMIT. If content indirection is used, the presence source should update the appropriate MIME objects in its own domain presence server.


· In the watcher-presence server side, the presence server decides whether to use content indirection or not based on local configuration (typically same values as CLIENT-OBJ-DATA-LIMIT). If content indirection is used, the presence server should update the appropriate MIME objects in its own domain presence server if necessary.


Instead of sending out a large content document as part of the NOTIFY, the document can be stored partly on the content server and the NOTIFY contains several HTTP or HTTPS URI for those indirect attributes within the document. This reduces the size of the NOTIFY at the expense of requiring the watcher to perform an additional step to retrieve the file. 


There are some alternatives on how to handle the content indirection from a technical point of view:


Alternative 1


The watcher’s operator could detect the links, fetch the objects and send them to the watcher as illustrated in Figure 11. This model is similar to the MMS-model.
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Figure 10 - Content Indirection Alternative 1


Alternative 2


The watcher’s operator could detect the link, and list the Server as free-of-charge as illustrated in Figure 12. Relating to the server may be adopted two different solutions:


· The ImageStore is a server that resides at the Presentity’s operator. Either on-the-fly or as a part of the agreement with the Presentity’s watcher, the IP-address of the Server is known in advance.


· There is an agreement on some common storage Server for two or more operators. This way it would also be easier to optimise for icons from content providers. All the operators can then have access to the download logs of the Server to check against CDRs.
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Figure 11 - Content Indirection Alternative 2


Alternative 1 may be the best one as it is safer to trust operators than to trust watchers. With this solution, content indirection will only be possible if there is a presence server in the watcher's domain. The Content Server is needed as well for both the Presentity's PS and the Watcher's PS.


The use of content indirection has charging implications. See section 6.3.3 for more detailed consideration.


6.2.4 Limitations on number of subscriptions


6.2.4.1 Limit number of watchers per Presentity


Limiting the number of watchers that may subscribe to a Presentity will result in fewer notifications. The Presentity could attempt to limit this by limiting the number of authorisations (see section 7.5). However, what is actually intended is to restrict the number of watchers involved in a session. At present, there is no standardised way to do this (see section Appendix C Gap Analysis).


The charging model defined in this document results in the Presentity network paying for each NOTIFY message sent outside their network. Therefore, the Presentity networks are incentivised to restrict the number of watchers allowed per Presentity.


Limits should be set with consideration of the application & user interface. E.g., a presence enabled phonebook might benefit from a different limit than a PoC application.


Clearly, too low a limit on the number of watchers per Presentity will reduce the value of the service to the end-user. Too high a limit could swamp partner networks with excessive traffic.


6.2.4.2 Limit number of subscriptions per watcher


Limiting the number of subscriptions per watcher can be done using the MAX-NUMBER-OF-PRESENCE-SUBSCRIPTIONS parameter in the client. The number of subscriptions in a presence list can also be restricted using the MAX-NUMBER-OF-SUBSCRIPTIONS-IN-PRESENCELIST parameter in the client. Both of these will reduce the number of NOTIFY messages. 


Again, too low a limit on number of subscriptions per watcher will reduce the value of the service to the end-user. 


NOTE: The MAX-NUMBER-OF-PRESENCE-SUBSCRIPTIONS parameter in the client is not enforceable in the network, without a Presence Server. That is, a customer could alter this value and overcome any limit, unless monitored by a presence server in the watcher network.


6.2.5 Suppression of NOTIFY


6.2.5.1 Use of Conditional Subscribe


Conditional subscribe is an optimisation that allows a Presence Server to suppress the issuing of the immediate NOTIFY in response to a Conditional SUBSCRIBE if the presence information has not changed since the last SUBSCRIBE was received. This may save one NOTIFY for each SUBSCRIBE in some scenarios. The conditional subscribe could be used when refreshing a subscription or when cancelling a subscription. 


The support of conditional subscribe requires the presence server to maintain knowledge of the presence state of the previous subscribe (using a hash value).


Conditional subscribe is not yet in full RFC (An Extension to Session Initiation Protocol (SIP) Events for Issuing Conditional Subscriptions draft-niemi-sip-subnot-etags-01) and is not yet supported in OMA.


6.2.5.2 Presence Filtering


Presence Filtering can be carried out in several places, see Figure 13 below.


· Privacy filtering (1): presentities can control what of their own presence information is notified watchers See also section 7.4.


· Operator filtering (1 and optionally 2): operator determines based on presence profile the attributes that are allowed to result in a presence notification (operator is controlling entity). Watcher PS, if present, may also apply its own policy to the notified presence information.


· Watcher filtering (3): end user performs management actions to limit notification, which are of no benefit to him. Subscribing to only a part of the presence information will imply less cost for the user and operator (retail and wholesale scenarios).
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Figure 123 - Presence Filtering


6.2.6 Throttling


Operators may constrain the frequency within which subscribers may publish their presence. Presence information generated by user interaction may be relatively delay-tolerant. However, system generated information such as availability for voice calls or session participation must be as accurate as possible to be useful. 


Excessively long source throttling by mobile networks is not recommended. Such action affects watchers in other partner.


There are two possible ways to set throttling; publish and subscription.


6.2.6.1 Publish Throttle Limit 


A source throttle limit can be used to restrict the rate at which a Presentity may generate updates to all its watchers. The limit is defined within the presence server (SOURCE-THROTTLE-PUBLISH parameter).


However, this parameter applies regardless of the content or watchers requirements. It may be unnecessary to publish presence if no watcher requires it. The draft RFC Regulating Publication of Event State Information could be used to provide finer tuning. See Appendix C, Gap Analysis.

SOURCE-THROTTLE-PUBLISH parameter may be different for different presence sources. It is recommended that presence network agents or application servers (e.g. PoC server, IM server) should have a lower SOURCE-THROTTLE-PUBLISH parameter value (if any) than presence sources in UEs. Also we have to state that, whenever possible, system generated presence information should be published by network agents or application servers instead the UE to avoid the wireless link.


6.2.6.2 Watcher Subscription Throttling


A further mechanism could be used to limit the rate of notifications based on the desired settings of the watcher as indicated in their SUBSCRIBE message. This is the subject of an IETF draft (Session Initiation Protocol (SIP) Event Notification Throttle Mechanism. draft-niemi-sipping-event-throttle-02). However, this is not currently supported in OMA Presence Simple 1.0, nor will it definitely achieve RFC status. See Appendix C, Gap Analysis.


A watcher may limit the frequency with which they receive notifications by including a parameter in the SUBSCRIBE. The PS of the Presentity being subscribed to should respect this limit. However, the Source Throttle Limit may limit the rate further (should that interval be longer). 


Such a feature would allow a Presentity network to set a short interval, but the watcher network to set a longer one.


6.2.6.3 Throttling in Watcher Presence Server


If NOTIFY messages are sent via the Presence Server of the Watcher as is recommended in section 3, that Presence Server can throttle the notifications to the watchers in its network, without affecting the Presentity network, or requiring it to support Subscription Throttling as described in 7.2.6.1 above. 


The drawback is greater load on the Presence Server in the watcher network.


6.2.6.4 PUBLISH expiry


The SIP PUBLISH method contains an expiry timer, after which, the PS server of the Presentity will send a NOTIFY to all the watchers. This timer is set by the Presentity client. However, the choice of default expiry time will have significant effects.


6.2.6.5 SUBSCRIBE expiry


The SIP SUBSCRIBE method has an expiry timer, after which a final NOTIFY may be sent. Again this SUBSCRIBE is set by the watcher terminal, but the choice of default value will have an important effect.


6.2.7 SIP Compression


SIP is a verbose text-based protocol and large reductions in air interface bandwidth can be achieved using SIP compression. SIP compression is used between the UE and the P-CSCF, that is, at least over the air-interface and Radio Access Network. Compression methods can be negotiated dynamically and new or more effective compression methods can therefore be utilised.


Compression is not in OMA Presence Simple 1.0, however it will be in 2.0. The type of compression is still under discussion in both OMA PAG and IETF SIMPLE.


6.2.8 Summary of Presence Optimisations


Legend: 


· W - Watcher network support


· P - Presentity network support


· B - Both networks support


· Standards support indicates included in OMA 1.0
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		Subscribe Expiry
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		SIP Compression
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		Size
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		Activating or deactivating the reporting from the PNA

		Presentity
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		Presentity

		X





6.3 Use of Presence Network Agents


Use of PNAs or other automated systems for changing user’s presence status must be carefully managed. A user’s network availability or location can change frequently. The radio network status may also change frequently. It is recommended that PNAs be throttled to prevent excessive traffic. However, longer delays will result in poor service for the watcher – the watcher will have out of date information and may attempt to make incorrect connection attempts. Furthermore, there should be a mechanism for activating or deactivating the reporting of Presence Information for a given Presentity depending on watchers’ requests (e.g. no watchers, one watcher requesting just a subset of Presence Information, several watchers, etc.) – this will prevent massive Presence Information reports from the PNA to the PS and, therefore, bandwidth consumption will be minimized. However, there is still no standardised solution neither in OMA nor in 3GPP to fulfil this functionality.


6.4 Privacy Guidelines


OMA Presence SIMPLE 1.0 provides a mechanism to support both proactive and reactive authorization mechanism as defined in 5.3.1 and 5.3.2 respectively. This mechanism is based on watcher information subscriber functionality plus XDM client modifying presence authorization rules.


Based on this, a user can define their own authorization rules (block, confirm, polite-block, allow) for different watchers. Rules may be configured to apply for groups of watchers, specific watchers, anonymous watchers and the rest of the watchers. The default value for all of these specific watchers should be “block”.


Moreover, users can define different granular authorizations for different watchers. 


An MNO may restrict more users’ authorization rules by a local policy to comply with geographical privacy laws, government privacy laws or others. 


There should be a clear and easy way to see who is subscribed to your presence and to which parts.


Additionally, when using a PNA to publish presence, users would expect publish to cease when the phone is switched off.


6.5 Charging Implementations


Neither OMA Presence SIMPLE 1.0 nor 3GPP 23.141 Release 6 has defined any charging/accounting mechanism. Therefore, there is a need to fulfil the requirements expressed in section 6.


It is recommended to support these accounting/charging functionalities in an extended functionality of the application level; i.e. in the Presence Server. To achieve this, each operator should forward every presence service message that passes through its IMS core to its presence server.


However, as expressed in section 3.2, there may be MNOs without a presence server. In these cases, these accounting/charging functionalities could be implemented at the IMS level; i.e. in the own domain S-CSCF.


7 Fixed-Mobile and Interstandard Interworking


This section provides high-level guidance for interworking between PRS & GM based on OMA Presence Simple and other protocols – IMPS 1.3 and XMPP. There are many different technical architectures that can be used to support interstandard interworking at the protocol level and therefore this section will be limited to considerations of message content, size, frequency etc. rather than lower level protocol issues.


7.1 Fixed-Mobile


To support fixed-mobile interworking it is assumed that the fixed operator is using an IMS infrastructure according to 3GPP or ETSI TISPAN.


Fixed implementations of PRS & GM based on SIP Simple may differ in two significant ways. 


· The fixed networks have less need to limit the bandwidth or frequency of messages. 


· The user interface for a fixed network terminal can display far more information and can be used in a distinct way.


7.1.1 Message Restrictions


The mobile PRS & GM service has restrictions on certain message types. The project must determine how a message originating from a fixed service provider will be translated to a mobile.


7.1.1.1 Free Text


If a presence NOTIFY containing free text originates from fixed operator, then problems will occur if the free text is greater length than the limit imposed by the mobile operators. If this occurs, the presence service shall:


· Reject the message with an appropriate error code. Without a specific error code, the fixed operator may try to resend, or may be unable to determine failure causes.


· No charge should be made.


7.1.1.2 Icon


A presence NOTIFY from a fixed operator containing an Icon that is greater than the maximum size agreed by the mobile operators or in a format not supported. There are two possibilities:


· Attempt to transcode to a size and format that can be supported


· Reject with an appropriate error code.


Again charge should be made if a), but not for b).


Note that whilst transcoding is possible, it is out of scope of this service definition, and of OMA standards. Its support may require a number of details to be determined. 


7.1.1.3 Service not supported


If the fixed operator sends a field that is not supported in the mobile domain, the message can be rejected. No charge should be made.


7.1.1.4 Watcher Throttling


Should the mobile operator follow the recommendation to use Presence Server to receive NOTIFY before passing onto watchers, and then this PS can do throttling to stop fixed operators from swamping the mobile network. If this watcher throttling is applied, the fixed network should only be charged for each NOTIFY actually reaching the watcher, not for each one sent.


7.1.2 Charging


Charging for fixed to mobile interworking should be the same as for mobile-to-mobile interworking from the mobile network operator perspective. 


7.2 Interstandard Interworking Architectures


7.2.1 Architecture A: central interworking function
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Figure 134 – Interstandard Interworking Architecture – central approach


Pros

· Introduction of a new community has no technical impact on others


· Centralized approach for solving presence mapping


· Only one external interworking interface per community


Cons


· Change of one solution always has influence on central IWF


· Operator interworking still to be solved


· IWF probably single point of failure

· Internal IWF complexity grows dramatically with supported number of communities

7.2.2 Architecture B: loose coupling
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Figure 145 – Interstandard Interworking Architecture – loose coupling

Pros


· No additional HW for central IWF


Cons


· Introduction of a new community impacts all other communities

· Very extensive IOT testing required

· Exploding number of interfaces in case of multiple community support

· Operator interworking not solved

7.2.3 Architecture C: IMS central approach
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Figure 156 – Interstandard Interworking Architecture – central approach

Pros


· Introduction of new community no impact on others


· Centralized approach for solving presence mapping


· Only one external interworking interface per community


· Operator interworking covered via IMS solution


Cons


· Change of one solution always has influence on local IWF


· Introduction of new community requires additional adapter

IMS central approach is the recommend architecture for connection to other protocol variants.


Interconnection between IMPS and OMA Presence SIMPLE solution is considered of vital importance as some operators have already developed IMPS solutions. There is an OMA initiative, still under development, to fulfil this Interworking functionality between IMPS and SIMPLE solutions.


Appendix A: OMA Standard Reference Architecture 
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Appendix B: Interworking Parameters


B.1
Server Parameters


There are no server parameters defined in the OMA Presence SIMPLE specification. 


B.2
Client Parameters


From OMA Presence_SIMPLE 1.0


		Parameter Name

		Man / Opt

		Instance

		Default



		Standard Application Characteristic fields as defined in [Provisioning Content



		APPID

		Mandatory

		1

		“PRS”



		PROVIDER-ID

		Optional

		0 or 1

		None



		TO-APPREF

		Mandatory

		1

		None



		NAME

		M

		1

		None



		TO_NAPID

		M

		1 or more

		None



		Application Characteristic fields specifically required for the Presence Enabler



		CLIENT-OBJ-DATA LIMIT

		M

		1

		None



		CONTENT-SERVER-URI

		O

		0 or 1

		None



		SOURCE-THROTTLE-PUBLISH

		O

		0 or 1

		None



		MAX-NUMBER-OF-


PRESENCE-SUBSCRIPTIONS

		O

		0 or 1

		None



		MAX-NUMBER-OF-SUBSCRIPTIONS-IN-PRESENCELIST

		O

		0 or 1

		None



		SERVICE-URI-TEMPLATE

		M

		1

		None





Appendix C: Gap Analysis to Existing Standards


The project team have analysed the requirements for a Presence and Group Management service with respect to the support offered by the current OMA, 3GPP and associated IETF standards. The analysis attempted to identify the key gaps in the specifications. It did not attempt to replicate all the discussions of new features that are already taking place in OMA (for example on XDM interworking scenarios).


The key architectural recommendation to use a Presence Server in the watcher network IS compliant with 3GPP & OMA existing specifications. 


The requirement to be able to produce charging data based on parameters identified in section 6 is not explicitly supported by OMA and 3GPP specifications. The charging capability needs to be supported within the PS rather than the IMS core elements (being highly presence specific information). 


Presence optimisation is not yet sufficiently covered by the current OMA specifications. However, it is considered as highly important to enable mobile operators to enable widespread uptake of the presence service without severe impacts on their networks. The following features are specifically identified:


· Limiting number of watchers per Presentity (per session, not just authorised) (7.2.4.1)


· Conditional Subscribe (7.2.5.1)


· Publish Throttle Limit (7.2.6.1)


· Watcher Subscription Throttling (7.2.6.2)


· Throttling in Watcher Presence Server (7.2.6.3)


· Activating or deactivating the reporting of Presence Information from the PNA (7.3)


Interstandar Interworking between IMPS and SIMPLE approachs is considered of vital importance as some operators may have already developed IMPS solutions. This goal is covered by the WV-SIP/SIMPLE Interworking OMA enabler, already under development and whose completion has been delayed several times.
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