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1 Reason for Change

This CR provides a solution against the following Consistency Review comment: 
	ID
	Open Date
	Section
	Description
	Status

	086
	
	6.7.
	Source: OMA-REL-2005-0105-Nokia-consistency-review-comments-IMPS-V1_3

Is separate keep-alive needed for all sessions coming from the same device? This causes extra traffic and it would be beneficial if the device could combine session-Ids of all it’s clients to same Keep-Alive request.
	


Ref. OMA-CONRR-IMPS-V1_3-20050520-D.doc, section ‘IMPS1.3 CSP’, sub-section ‘Recommandations’.
At the face-to-face meeting in Reykjavik the group agreed the following action:

	ID
	Action Item Description
	Status

	VF-4
	Create a CR that adds a sentence to clarify adaptive server behavior in case of multiple sessions. See CONRR CSP 086.
	OPEN


In CSP, the Keep Alive mechanism is defined per-session. As described in the CONNR comment above, when multiple IMPS sessions are running on the same device, adopting a rigid mechanism of allocating the same Keep Alive timers to each session independently would cause the generation of unnecessary traffic, especially on the air interface. 

In order to cope with this problem, Servers should implement an adaptive Keep Alive timeout mechanism in order to leverage the fact that all sessions reside onto the same device. 

Although the current CSP specifications already permit Server vendors to implement such an intelligent behaviour, nevertheless the specification do not force or even recommend the adoption of such behaviour at all. Therefore, in Reykjavik, the group agreed to add at least some text that explicitly mentions the issue and thus make implementers aware.  

However the adaptive algorithm itself will not be standardised. The decision was to leave Server vendors free to implement what, according to their judgement, is the best adaptive algorithm for assigning Keep Alive timeouts. 
2 Impact on Backward Compatibility

None.
3 Impact on Other Specifications

None.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

Approve the CR or, if needed, suggest revision comments. 
6 Detailed Change Proposal

.>>>>>>>>>>>>>>>>>>> START OF CHANGE <<<<<<<<<<<<<<<<<<<<<
7.1 Keep Alive

7.1.1 Transactions
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Figure 1. Keep alive transaction

The client MUST send KeepAliveRequest to reset the keep-alive timer if no other transaction has occurred during the KeepAliveTime interval. The server MUST reset the Keep-Alive timer not only when the client sends that KeepAliveRequest primitive, but also when any other transaction occurs over the data channel – the CIR channel activities are completely separate, and those MUST NOT reset the Keep-Alive timer. The client MAY apply for a new timeout value. The server responds with KeepAliveResponse message, which MAY contain a new timeout value if the timeout value requested by the client is not satisfactory.

The client and the server MUST support the Keep-Alive transaction.

The server MUST NOT disconnect a client before the keep-alive timer expires due to timer expiration – however the server MAY disconnect a client before timer expiration for some other reason.

If the client requested a new timeout value by including Time-To-Live in the request, the server MUST include the accepted Keep-Alive-Time in the response. The Keep-Alive-Time that the server accepts and sends back in the response MAY be different from the Time-To-Live value that the client requested. If the server does not accept the new timeout value requested by the client, the response MUST either include the new timeout value proposed by the server, or the status code indicating that the old value is in use. The client MUST obey the new Keep-Alive-Time value back by the server.

The server MAY specify a different Keep-Alive-Time for each session, independently of which device/user the session belongs to. The IMPS standard does not specify the Keep-Alive-Time for sessions; it is up to the server implementation to decide which criteria to adopt for ensuring an optimal behaviour. However, as a general guideline, the IMPS servers MAY collect network utilization information from the sessions, and based on the collected information the servers MAY re-evaluate the optimal Keep-Alive-Time from time to time. During this re-evaluation, the server SHOULD take into account the transport/encoding combination used by the client (a mobile network has generally higher latencies and limited bandwidth; a WBXML encoded Keep Alive primitive is about 10% smaller than the equivalent plain text XML Keep Alive primitive) and the Keep-Alive-Time value requested by the client (as the client is more likely to be aware of its current network conditions). Collection of network utilization information and the optimisation algorithm are out of the scope of the specifications and left to server implementation.
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Figure XX – Adaptive Keep Alive assignment when multiple sessions running on a single device.
Example:

IMPS 1.3 device (see Figure XX) has three concurrent sessions running: one session for IM and presence services (#1); another one for group messaging (chat) services (#2); and a third one for application-to-application communications (#3). Note that these will share the same session in most cases - it is merely an artificial example.

· The server notices that the activities in #1 (IM and presence) are normal - so it uses the server-implementation-specific default value for Keep-Alive-Time.

· The server notices that the user has been the most active in #2 (group messaging) for a while now, so there is no point (for the client) to send frequently KeepAliveRequests for that session, since all transactions reset the timer anyway. As a result, the server will propose an increased (with respect to the server-implementation-specific default value) Keep-Alive-Time during the next Keep Alive transaction.

· The server notices that there has been almost no activity in #3 (application-to-application communication) for quite a while now and that the Keep Alive transaction is the only thing happening. Since the  Keep Alive transaction is essential to keep the session open, the server will decrease the Keep-Alive-Time during the next Keep Alive transaction, assigning a value that is lower than the server-implementation-specific default value.
.>>>>>>>>>>>>>>>>>>> END OF CHANGE <<<<<<<<<<<<<<<<<<<<<
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