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1. Scope

This document describes a framework that can be used to define Trap management objects. The structural template consists of tree structure, instance identifiers, description of the management sub tree, and node properties. 

2. References

2.1 Normative References

	[RFC1215]
	“A Convention for Defining Traps for use with the SNMP”, M. Rose, Editor, March 1991. URL: http://www.ietf.org/rfc/rfc1215.txt

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”. S. Bradner. March 1997.
URL:http://www.ietf.org/rfc/rfc2119.txt

	[RFC2234]
	“Augmented BNF for Syntax Specifications: ABNF”. D. Crocker, Ed., P. Overell. 
November 1997. URL:http://www.ietf.org/rfc/rfc2234.txt

	[DMTND]
	SyncML Device Management Tree and Description, Version 1.1.2, June 2003.

	[DMSO]
	SyncML Device Management Standardized Objects, Version 1.1.2


2.2 Informative References

	[ETSI TS 32.403]
	ETSI TS 32.403 V5.7.0 (2004-06)
3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; Telecommunication management; Performance Management (PM); Performance measurements - UMTS and combined UMTS/GSM (Release 5)
URL: http://www.3gpp.org/ftp/Specs/2004-06/Rel-5/32_series/32403-570.zip

	
	


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

See the DM Tree and Description [DMTND] document for definitions of terms related to the management tree.
	TRAP
	Trap is a mechanism that allows devices to capture data related to events and transmits measured data to the management servers.


	TRAP MO
	The Trap Mamangent object can be present anywhere in the management tree. It will be defined by the manufacturer’s DDF where the Trap MO resides. 



3.3 Abbreviations

	OMA
	Open Mobile Alliance


4. Introduction

4.1 What can you do with this specification?

The specification can be used to define Trap managed objects (MO) that allows devices to report data related to an “Event”. The Event in this document is described as a change in the value of a variable, or a condition that causes the measurement data to be updated. 

A Trap managed object specifics:

· The condition that defines the Event, 

· What actions need to be performed, when the “Event” occurs, and 

· When the data related to the “Event” should be sent back to the DM server.

The data related to the Event is reported back using Alert 1226, as defined in the OMA DM specifications.

The structure and contents of the measurement result data is out of scope of this specification. 

4.2 What problem does this solve?

The proposed mechanism allows for Event reporting such that devices can pro-actively and intelligently communicate information back to the DM server. The DM servers can obtain data related to fault; performance or change in the state of any managed object based on triggers, thresholds and conditions; the devices will automatically generate alerts that can communicate measured data related to various Events on the device.  

The framework fulfils the requirement that a “DMS SHOULD be capable of receiving fault messages from the device, and the management server SHOULD be able to poll devices for fault”.

4.3 How can this specification be applied?

Device manufacturer, OS vendors, and independent software vendors can define specific Trap managed objects using the DDF specified in the document. The Trap managed objects are identified by unique id called TrapId that uniquely identifies a Trap managed object. 

Trap management objects could be an integral part of other management object or could be independent management objects.
5. Trap Management Object

The Trap objects can reside anywhere in the tree as narrated in DDF of the device manufacturer. The Trap object subtree as shown in figure 1 will be present if the device supports any Trap objects.

5.1 Figure of the Management Object
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Figure 1: The TRAP Management Object Tree

5.2 Management Object Properties

This Section describes the properties for Trap Management Object.

5.2.1 Node:  /<X>

This interior node acts a placeholder for one or more Trap objects. ‘X’ should be a unique ID.

· Status: Optional

· Occurrence: ZeroOrMore

· Format: Node

· Access Type: Get

· Values: N/A 

5.2.2 Node:  /<X>/TrapID

The TrapId leaf is used to define a unique identifier that identifies a Trap MO.  The value of the leaf object MUST be a unique registered identifier.   
· Status: Mandatory

· Occurrence: One

· Format: Chr

· Access Type: Get

· Values: Reverse domain name as a baseline (OMNA can be used in future).

5.2.3 Node:  /<X>/Server

This interior node acts as a placeholder for all the management servers where the alert and measured data related to the Event would be sent.

· Status: Mandatory

· Occurrence: One

· Format: Node

· Access Type: Get

· Value: N/A

5.2.4 Node: /<X>/Server/<X>

This interior node acts as a placeholder for a management server where the alert and measured data related to the Event would be sent. . ‘X’ should be a unique ID.

· Status: Optional

· Occurrence: ZeroOrMore

· Format: Chr

· Access Type: Get, Add, Delete, Replace

· Value: Different management server accounts.

5.2.5 Node:  /<X>/Server/<X>/ServerID

The ServerId leaf is used to identify the DM server where the alert and measured data related to the Event would be sent.

· Status: Required

· Occurrence: One

· Format: Chr

· Access Type: Add, Get, Replace

· Value: Leaf values are in textual format and equal one of the values defined as. /DMAcc/x/ServerID 

5.2.6 Node:  /<X>/Server/<X>/Enabled

The Enabled leaf is used to indicate if the Trap is enabled (TRUE) or disabled (FALSE).  If the Trap is disabled, no data related to the Event is measured or updated. 

· Status: Required

· Occurrence: One

· Format: Bool

· Access Type: Add, Get, Replace

· Value: True/False

5.2.7 Node:  /<X>/Server/<X>/Reporting

This interior node acts as a placeholder for variables indicating when the data related to the Event(s) is reported back to the DM server. The data reporting is either Time based or Event based. 

· Status: Mandatory

· Occurrence: One

· Format: Node

· Access Type: Add, Get

· Value: N/A

5.2.8 Node:  /<X>/Server/<X>/Reporting/Type

This leaf node indicates if the data reporting is time based or Event based.  The data can be reported back to the DM server based on the Time elapsed (eg. every one hour or every 24 hour) or based on Event count (e.g. after occurrence of 5th event). 

· Status: Mandatory

· Occurrence: One

· Format: chr

· Access Type: Add, Get, Replace

· Values: 

	
	Status
	Interpretation

	Value 1
	TM


	Indicates Time based reporting. The data related to Event(s) is reported back to the server is based on the time elapsed. The data can be reported every nth second, where n is defined in the “value” leaf node 

	Value 2
	EV


	Indicates Event based reporting. The data related to the Event(s) is reported when nth Event is registered, where n is defined in the “value” leaf node.


Table 1: Example Value Table

5.2.9 Node:  /<X>/Server/<X>/Reporting/Value

This leaf node contains an integer value indicating the Unit of either Time based reporting or Event based reporting depending on the value of Type leaf node (see Type node above in section 5.2.8). The value in the node dictates when the data related to the Event is reported back to the DM server. If the value is 0, it means the data related to the event MUST be sent immediately, when event occurs.

· Status: Required

· Occurrence: One

· Format: int

· Access Type: Add, Get, Replace

· Values: 

	
	Status
	Interpretation

	Value 1
	0
	The data related to the Event MUST be reported back when Event occurs 

	Value 2
	X
	If the Reporting “Type” is Time based (TM) then X is expressed as seconds and the data related to the Event(s) MUST be reported back every x seconds. (e.g. If data needs to be reported every 1 hour, then x = 3600 ) 

If the Reporting “Type” is Event based (EV) then X is expressed, as nth event, when the data related to the Event(s) MUST be reported back when every nth event occurs. (Eg. If X = 10, the data MUST be reported when every 10th event occurs)


Table 2: Example Value Table

5.2.10 Node:  /<X>/Server/<X>/TrapRef

This interior node acts as a placeholder for variables indentifying other TRAP MO (uniquely identified by their respective TrapIds) whose results MUST be reported along with the results of the Trap MO that is specifying such references. 

Note: For example, assume that device supports two Trap MO, identified by Trap ids, org.oma.DM.Trap.FailPDP and org.oma.DM.Trap.LAIChange. The FailPDP MO collects and reports the data related to PDP-Failure events, and LAIChange MO collects and reports data related to LAI change event. Using the TrapRef feature, FailPDP MO has the capability to state that when the data related to PDP-Fail event is reported back to the DM server, the data collected by the LAIChange MO MUST also be reported back. 

· Status: Optional

· Occurrence: One

· Format: Node

· Access Type: Add, Get

· Value: N/A

5.2.11 Node:  /<X>

This interior node acts a placeholder for one or more TrapRefIds. ‘X’ should be a unique ID.

· Status: Optional

· Occurrence: ZeroOrMore

· Format: Node

· Access Type: Get, Add, Delete, Replace

· Values: N/A 

5.2.12 Node:  /<X>/Server/<X>/TrapRefId

This leaf node identifies other Trap MO (identified by TrapIds) whose measurement data MUST be sent back to the server. 

· Status: Optional

· Occurrence: ZeroOrOne

· Format: chr

· Access Type: Add, Get, Replace

· Values:  TrapId

5.2.13 Node:  /<X>/Results

The Result node stores the measurement data related to the Event that should be sent back to the DM server.  DM server MAY also retrieve the measured result data by issuing a <GET> command.

· Status: Required

· Occurrence: One

· Format: chr, bin, xml, b64, int (To be defined by particular Trap MO)

· Access Type: Get

· Value: Result data defined by a particular Trap MO. Any known SyncML MIME Types MAY be supported as permitted by Format types. 

Each trap managed object must specify a policy for a “Reset”.  Reset would allow clearing of the historical results in “Results” node.  Typically a sequence of disable/enable may suffice or <GET> command may be a implicit reset. The policy needs to be determined by particular managed objects.
5.2.14 Node:  /<X>/CM (Collection Method)

This leaf node acts as a placeholder for the collection methods that describe how the measured data is collected for a particular event.  

· Status: Mandatory

· Occurrence: One

· Format: chr

· Access Type: Get
· Values: See section 3.3 b) in [ESTI TS 32.403]
	
	Status
	Interpretation

	Value 1
	CC
	Cumulative counter 

	Value 2
	DER

	Discrete Event Registration when data related to the Event is captured every when every nth Event is registered, where n can be 1 or larger. The value of the n is determined by individual Trap MO. 

	Value 3
	GAUGE
	A dynamic variable, used when data being measured can vary up or down during the period of measurement

	Value 4
	SI
	Status Inspection e.g. Sampling 


Table 3: Example Value Table

5.3 Example 

The example below illustrates the Trap mechanism defined in the document, by enabling the device to report measurement data related to “Failed PDP context activation procedures initiated by Device” Event. See Section 5.6.25 of [ETSI TS 32.403] for further details on the measurement definition and Event condition. 

Key Definitions: 

· Event being monitored: Failed PDP context activation initiated by device.
· TrapId: org.openmobilealliance.DM.Trap.FailPDP

· Collection method: Cumulative Counter (increment counter each time Event occurs)

· Schedule: Report every 24 hours

This example demonstrates how the run-time object’s instance identifiers are defined. 

	/*------- <X>/Server/<X>*/ServerID -------*/

<Replace>

    <CmdID>1</CmdID>

    <Item>

        <Target>

            <LocURI>/FailPDP/Server/scts/ServerID</LocURI>

        </Target>

        <Meta>

            <Format xmlns='syncml:metinf'>chr</Format>

        </Meta>

        <Data>com.openmobilealliance.DMServer</Data>

    </Item>

</Replace>

/*------- <X>/Server/<X>*/Enabled -------*/

<Replace>

    <CmdID>2</CmdID>

    <Item>

        <Target>

            <LocURI>/FailPDP/Server/scts/Enabled</LocURI>

        </Target>

        <Meta>

            <Format xmlns='syncml:metinf'>bool</Format>

        </Meta>

        <Data>true</Data>

    </Item>

</Replace>

/*------- <X>/Server/<X>*/Reporting/Type -------*/

<Replace>

    <CmdID>3</CmdID>

    <Item>

        <Target>

            <LocURI>/FailPDP/Server/scts/Enabled/Schedule</LocURI>

        </Target>

        <Meta>

            <Format xmlns='syncml:metinf'>chr</Format>

        </Meta>

        <Data>TM</Data>

    </Item>

</Replace>        

/*------- <X>/Server/<X>*/Reporting/Value -------*/

<Replace>

    <CmdID>3</CmdID>

    <Item>

        <Target>

            <LocURI>/FailPDP/Server/scts/Enabled/Schedule</LocURI>

        </Target>

        <Meta>

            <Format xmlns='syncml:metinf'>int</Format>

        </Meta>

        <Data>1440</Data>

    </Item>

</Replace>        




Assuming there were 6 PDP context failure events during the period of 24 hours, following 1226 alert SHOULD be received by the server after 24 hours. 

	<Alert>
   <CmdID>2</CmdID>
   <Data>1226</Data>
<-- Generic Alert -->   
   <Item>
      <Source><LocURI>/FailPDP</LocURI></Source>
      <Meta>

         <Type>x-oma-trap:org.openmobilealliance.DM.Trap.FailPDP</Type>

         <Format>chr</Format>
      </Meta>
      <Data>6</Data>
   </Item>
</Alert>


Appendix A. Change History
(Informative)

A.1 Approved Version History

	Reference
	Date
	Description

	n/a
	n/a
	No prior version –or- No previous version within OMA

	
	
	

	
	
	


A.2 Draft/Candidate Version <current version> History

<<This section is available in pre-approved versions – it should be removed in the actual approved versions>>

	Document Identifier
	Date
	Sections
	Description

	Draft Versions

OMA-DM –Trap V1.0 2004 06 22
	22 Jun 2004
	
	Initial proposal presented at Bangkok meeting. See OMA-DM-2004-120-TrapMO

	
	
	
	

	OMA-DM-Trap  V1.1 2004 08 17
	17 Aug 2004
	
	Revised proposal based on feedback captured in OMA-DM-2004-0139R01-Bangkok-Minutes. See doc OMA-DM-2004-120R1-Trap-MO for more details. 

	OMA-DM-Trap V1.2 2004-09-28
	28tth Sept 2004
	
	Revised proposal based on feedback in Hawaii meeting. See doc OMA DM-2004-120R02-Trap-MO

	OMA-DM-Trap V1.3 2004-10-22
	22nd oct 2004
	
	Revised proposal based on feedback in Orlando meeting. See doc OMA-DM-2004-120R03-Trap-MO

	
	
	
	

	
	
	
	


( 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-Spec-20040205]
( 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-Spec-20040205]

_1156340861.vsd
text�

Server�

<X>*�

TrapID�

<X>*�

ServerID�

<X>*�

CM (Collection method)�

Enabled�

TrapRef�

Results�

Reporting�

TrapRefID�

Type�

Value�


