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1 Reason for Change

This CR is resolving the issue addressed as CONR comment from Fujitsu.
R01:Reason for change is addressed. Change 4 is added with change history indication (removed). MO diagram is updated.

2 Impact on Backward Compatibility

None.
3 Impact on Other Specifications

None.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

WG member should agree on this CR.
6 Detailed Change Proposal

Change 1:  EDTrigger MO, Image Ready Alert
4.1 Version 1.0

Version 1.0 introduces the OMA Gateway MO enabler.  This version defines the following MOs:

· Device Inventory MO

· Gateway Config MO

· Fanout MO

· Image Inventory MO
· End Device Trigger MO
This version also defines the following alert types:

· Device Attach Alert

· Device Detach Alert

· Fanout Result Aggregation Alert
· Fanout Completion Status Alert
· Image Ready Alert
Additionally, the specification provides design guidelines for the adaptation of non OMA-DM protocols to OMA-DM.
Change 2:  Another change

5.1.2 Proxy Mode

In this mode, the DM Gateway manages End Device(s) behind the DM Gateway, on behalf of the DM Server, over the OMA-DM protocol. Two related DM sessions are established. One is between the DM Server and the DM Gateway and the other is between the DM Gateway and the End Device(s).
The DM Server sends management commands to the DM Gateway and the DM Gateway forwards the management commands to the targeted End Device(s) within a new message generated by the DM Gateway. After the DM Gateway receives the responses sent by the End Device(s), the DM Gateway may notify the DM Server about the command completion status or it may send the aggregated response of the command, from multiple End Devices, to the DM Server.  The command results are available for retrieval through the Fanout MO interface on the DM Gateway.  
Change 3:  DevTypeInfo node description on Gw Config MO
6.2.1 MO Description

The Gateway Config MO resides in the Management Tree [DMTND] of the DM Gateway and it maintains information regarding the handling of different types of End Devices by the DM Gateway. This MO contains the following sub-trees:
· DevTypeInfo: this sub-tree is used to hold control information for reporting the Device Attach/Detach alerts and providing bootstrapping information depending on the Device Type of End Devices.

· Config: this sub-tree is used by the DM Server to configure the DM Gateway for features such as the reporting of alerts that the DM Gateway might send to the DM Server.

· DevGroup: this sub-tree is used to assign attached devices into groups, which can then be addressed for command fanouts or notification fanouts.

(skipped)
	<x>/DevTypeInfo


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node contains all the information pertaining to the handling of different types of devices by the DM Gateway.


(omitted)
Change 4:  Fanout MO Extension for adaptation mode (part 1)



	
	
	
	

	
	
	
	




	


	
	
	
	
	
	

	
	
	
	
	
	

	
	



Change 5:  Fanout MO extension for adaptation mode (part 2)
6.3 Fanout MO

6.3.1 MO Description

The Fanout MO resides in the Management Tree [DMTND] of the DM Gateway and it maintains information regarding the handling of DM command fanout and response aggregation in the Proxy Mode or in the Adaptation Mode.
Figure 4 gives the pictorial description of the Fanout MO.  The description of the various nodes within this MO is given below.
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Figure 4: Fanout MO
	Fanout


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get 
	

	
	This interior node is the root node for the Fanout MO. 

The Management Object Identifier for the Fanout MO MUST be: “urn:oma:mo:oma-gwmo-fanout:1.0”.


	Fanout/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrMore
	node
	Get
	

	
	This interior node is the placeholder of parameters regarding fanout operation for targeted device(s).


	Fanout/<x>/ ReportFilter


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	chr
	Get, Replace
	

	
	The value of this node specifies the filter condition for aggregation results, it can also be used to create the filtered group when ‘creategroup’ operation is used.

The expression for the Response filter condition is defined using the following ABNF syntax:
Expression = Condition *((“&” / ”|”) Condition)

Condition = “CmdID” ("="/ “>” / “<“) CmdIDs “&” “(“ StatusCondition “)”

StatusCondition = StatusVal *( (“&” / ”|”) StatusVal)

StatusVal = "StatusCode” ("="/ “>” / “<“) StatusCodes

CmdIDs = 1*DIGIT

StatusCodes = 3*4DIGIT / “*”
This node specifies the combination of cmdid(s) and its related status code(s) which indicates how the DM Gateway generates Result Aggregation Alert based on the results from the End Devices. If it is present, the DM Gateway MUST send the filtered result within the Result Aggregation Alert based on the specific status code(s) for the specific CmdID(s) to the DM Server. 

For example:

If the DM Server wants to indicate the expected return format of results based on all status code for the ‘Replace’ command with CmdID 10001, then the DM Server can set the Fanout/<x>/ReportFilter  node to “cmdid=10001&(statuscode>0 & statuscode < 999)” or “cmdid=10001&(statuscode= * )”  .

If the DM Server wants to indicate the expected return format of results based on a specific status code (say ‘200’ or ‘202’) for the ‘Replace’ command with CmdID 10001, then the DM Server can set the Fanout/<x>/ReportFilter  node to “cmdid=10001&(statuscode=200 | statuscode=202)”.


	Fanout/<x>/DMCommands


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	xml
	Get
	

	
	This node specifies the management operations to be forwarded to all targeted End Devices specified by the TargetRef node when the ‘Start’operation is executed by the DM Server. The value of this node MUST conform to the structure of the <SyncBody> element, as per the DM representation protocol [DMREPPRO].


	Fanout/<x>/NonDMCommands


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	ZeroOrOne
	bin
	Get
	

	
	The value of this leaf node is the non-OMA DM message that will be forwarded to all targeted End Devices specified by the ‘TargetRef’ node when ‘Start’ operation is executed by the DM Server.  

This leaf node is valid for non-OMA DM End Devices for which DM Gateway is operating in Adaptation Mode.


	Fanout/<x>/TargetRef


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get, Replace
	

	
	The value of this leaf node specifies the intended target of the DM commands stored in the ‘DMCommands’ node. Depending upon the value of the ‘TargetRefType’ node, the DM Gateway will either issue the DM commands to the targeted End Device, specified by the DeviceID node in Device Inventory MO, or it will issue the DM commands to a device group specified by a GroupID node in Gateway Config MO.


	Fanout/<x>/TargetRefType


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	int
	Get, Replace
	

	
	The value of this leaf node indicates whether the value of TargetRef node is Device ID or Group ID. The value “0” indicates the TargetRef is the Group ID, and the value “1” indicates the TargetRef is the single Device ID.


	Fanout/<x>/RespHandling


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	int
	Get
	

	
	The value of this leaf node indicates how the response of the fanout command needs to be reported to the DM Server.  The valid values for this node are as per the following table:

Value

Semantics

0

No report

Upon completion of the fanout command, the DM Gateway MUST NOT send any alert to the DM Server.  However, the command results are still available in the Results subtree and the DM Server can retrieve the complete results from there.

1

Completion Status report

Upon completion of the fanout command, the DM Gateway MUST send the Fanout Completion Status Alert.  This alert contains only the overall status of the command.

2

Aggregated Response report

Upon completion of the fanout command, the DM Gateway MUST send the Fanout Result Aggregation Alert.  This alert contains not only the overall status of the command but the aggregated response as well.

If this node is not present, the default value of 1 (i.e. Completion Status report) MUST apply.


	Fanout/<x>/Operations


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	This interior node is the parent node for operations supported by the Fanout MO.


	Fanout/<x>/Operations/Start


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	null
	Get, Exec
	

	
	This node is the target node for the Exec command to start the command fanout operation.  Invoking Exec on this node causes the DM Gateway to send the DM commands specified in the <x>/FanOut/DMCommands node to the target End Device(s).


	Fanout/<x>/Operations/Creategroup


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	One
	null
	Get, Exec
	

	
	This Optional node is used with the Exec command by the DM Server to request the DM Gateway to populate a new group based on the criteria specified in Fanout/<x>/ReportFilter node. After the DM Gateway performs the Exec command, the DM Gateway MUST populate the device group within the Gateway ConfigMO and send the URI of the new group to the DM Server.


	Fanout/<x>/Results


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get
	

	
	The interior node contains the response from each End Device to which the DM command was fanned out.


	Fanout/<x>/Results/<x>


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	node
	Get, Delete
	

	
	This placeholder node contains the response from one End Device.


	Fanout/<x>/Results/<x>/DeviceID


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	chr
	Get
	

	
	The value of this leaf node specifies the identifier of the End Device.


	Fanout/<x>/Results/<x>/DevResultWBXML


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	bin
	Get
	

	
	The value of this leaf node is the <SyncBody> of the response message received by DM Gateway from the End Device, in wbxml format. The <SyncHdr> part of the response message MUST be removed by the DM Gateway.
This node is mutually exclusive with its sibling DevResultXML and DevResultBin node.


	Fanout/<x>/Results/<x>/DevResultXML


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	ZeroOrOne
	xml
	Get
	

	
	The value of this leaf node is the <SyncBody> of the response message received by DM Gateway from the End Device, in xml format. The <SyncHdr> part of the response message MUST be removed by the DM Gateway.
This node is mutually exclusive with its sibling DevResultWBXML and DevResultBin node.


	Fanout/<x>/Results/<x>/DevResultBin


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	ZeroOrOne
	bin
	Get
	

	
	The value of this leaf node is the response for the fanout command, as per the native management protocol supported by the End Device.
This node is mutually exclusive with the DevResultWBXML and  DevResultXML nodes.


	Fanout/<x>/Status


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Required
	One
	int
	Get, No Replace
	

	
	The value of this leaf node indicates the status of the fanout command.  The allowed values for this node are as per the following table:

Value Range

Semantics

0

Command not executed (default value)

1

Command under execution

2

Command completed successfully

3

Command completed with errors




	Fanout/<x>/Ext


	
	Status
	Occurrence
	Format
	Min. Access Types
	

	
	Optional
	ZeroOrOne
	node
	Get
	

	
	This interior node is for vendor-specific extensions to the Fanout MO.


Change 6:  Example 
8.3.3.2.1 Illustrative example
This section describes an illustrative example in which the DM Gateway collects the results for the two fanout commands; Get “./antivirus_data/version” and Exec “./SCOMO/Download/PKG1/Operations/Download”. The End Device responds synchronously for the Get, and asynchronously for the Exec.

The Fanout/<x>/DMCommands node contains two DM Commands as follows, and the DM Gateway delivers them to the End Device(s).

	<SyncBody>


<Get>



<CmdID>1</CmdID>



<Item>




<Target>





<LocURI>./antivirus_data/version</LocURI>




</Target>



</Item>

</Get>


<Exec>



<CmdID>2</CmdID>



<Item>




<Target>




<LocURI>./SCOMO/Download/PKG1/Operations/Download</LocURI>




</Target>



</Item>

</Exec>
</SyncBody>


The DM Gateway receives the responses for the fanout commands. The <Status> for the Exec command shows that it is an asynchronous response.

	<SyncBody>


<Status>






<!–- Status for Get -->


<CmdRef>1</CmdRef>


<Cmd>Get</Cmd>



<TargetRef>./antivirus_data/version</TargetRef>



<Data>200</Data>

</Status>

<Results>






<!–- Results for Get -->


<CmdRef>1</CmdRef>



<Item>




<Source>





<LocURI>./antivirus_data/version</LocURI>




</Source>




<Data>antivirus-inc/20010522b/5</Data>



</Item>


</Results>

<Status>






<!-- Async Response for Exec -->


<CmdRef>2</CmdRef>


<Cmd>Exec</Cmd>


<Data>202</Data>

</Status>

</SyncBody> 


The DM Gateway receives the Generic Alerts for the result of the Exec command.

	<Alert>

  <CmdID>2</CmdID>

  <Data>1226</Data> 


<Item>      



<Source>




<LocURI>./SCOMO/Download/PKG1/Operations/Download</LocURI>



</Source>


<Target>



<LocURI>./SCOMO/Inventory/Deployed/Component1</LocURI>


</Target>



<Meta>




<Type>urn:oma:at:scomo:1.0:OperationComplete</Type>




<Format>xml</Format>



</Meta>



<Data>




<![CDATA[





<ResultCode>1200</ResultCode>




<Identifier>Component1ID</Identifier>




]]>



</Data>

</Item>

</Alert>


The previous status for Exec command is replaced with the Generic Alerts. The DM Gateway stores the results only for the fanout command in the DevResultXML node as follows.
	<SyncBody>


<Status>






<!–- Status for Get -->


<CmdRef>1</CmdRef>


<Cmd>Get</Cmd>



<TargetRef>./antivirus_data/version</TargetRef>



<Data>200</Data>

</Status>

<Results>






<!–- Results for Get -->


<CmdRef>1</CmdRef>



<Item>




<Source>





<LocURI>./antivirus_data/version</LocURI>




</Source>




<Data>antivirus-inc/20010522b/5</Data>



</Item>


</Results>

<Alert>







<!-- Generic Alert for Exec -->


<CmdID>2</CmdID>



<Data>1226</Data> 



<Item>      




<Source>





<LocURI>./SCOMO/Download/PKG1/Operations/Download</LocURI>




</Source>




<Target>





<LocURI>./SCOMO/Inventory/Deployed/Component1</LocURI>




</Target>




<Meta>





<Type>urn:oma:at:scomo:1.0:OperationComplete</Type>





<Format>xml</Format>




</Meta>




<Data>





<![CDATA[






<ResultCode>1200</ResultCode>






<Identifier>Component1ID</Identifier>





]]>




</Data>



</Item>


</Alert>
</SyncBody>
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