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1. Scope

Through its various enablers, the DM WG defines protocols, management objects and best practices to achieve remote management of devices.  Management includes:

· managing  configuration information

· firmware and software update

· processing events and alarms generated by devices 

· running diagnostic tests

· controlling device capabilities

This technical specification describes the OMA Device Management Protocol, version 2.0. This protocol runs between a DM Server and a DM Client, as depicted in [OMA-AD].

The DM WG has developed many domain specific enablers.  These enablers define their own MOs and some of them (e.g. FUMO) also define their own protocols that are built on top of the DM Protocol.  Discussion of these MOs and additional protocols is outside the scope of this technical specification.

2. References

2.1 Normative References

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	
	


2.2 Informative References

	[DMDICT]
	“OMA Device Management Dictionary”, Version x.y, Open Mobile Alliance™,
OMA-SUP-DM_Dictionary- Vx_y,                                                              URL:http://www.openmobilealliance.org/

	[DMREPPRO]
	“OMA Device Management Representation Protocol, Version 1.3”. 
Open Mobile Alliance(. OMA-TS-DM_RepPro-V1_3.                          URL:http://www.openmobilealliance.org

	[OMA-AD]
	“Device Management Architecture”, Open Mobile Alliance™, OMA-AD-DM-V2_0,
URL:http://www.openmobilealliance.org/

	[OMADICT]
	“Dictionary for OMA Specifications”, Version x.y, Open Mobile Alliance™,
OMA-ORG-Dictionary-Vx_y,                                                                 URL:http://www.openmobilealliance.org/

	[OMA-RD]
	“Device Management Requirements”, Open Mobile Alliance™, OMA-RD-DM-V2_0,
URL:http://www.openmobilealliance.org/

	
	

	
	


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions

	Device
	See [OMADICT]

	Interface
	See [OMADICT]

	Management Authority
	See [DMDICT]

	
	


3.3
Abbreviations

	DDF
	Device Description Framework

	DM
	Device Management

	FUMO
	Firmware Update Management Object

	HTTP
	Hypertext Transfer Protocol

	MA
	Management Authority

	MIME
	Multipurpose Internet Mail Extensions

	MO
	Management Object

	MOID
	MO Identifier

	NAT
	Network Address Translation

	OMA
	Open Mobile Alliance

	OMNA
	Open Mobile Naming Authority

	SIP
	Session Initiation Protocol

	SMS
	Short Message Service

	UI
	User Interface

	URN
	Uniform Resource Name

	WAP
	Wireless Application Protocol

	WBXML
	WAP Binary XML

	WiMAX
	Worldwide Interoperability for Microwave Access

	XML
	Extensible Markup Language

	
	


4. Introduction

OMA-DM 2.0 is a protocol for the remote management of devices.
Up until DM 2.0, OMA-DM has focused on the management of single-mode devices that have a publicly routable address (e.g. phone number or public IP address). DM 2.0 focuses on converged/multimode devices. Many of these devices are under the control of multiple Management Authorities. Additionally these devices may not have a publicly routable address as they may be deployed behind a gateway that provides Network Address Translation (NAT) and/or firewall functionality.
4.1 Version 1.x
The DM 1.x family of protocols was designed with feature mobile phones in mind, and the following considerations had a great influence on the development of DM 1.x:

· need for reduced chattiness for efficient use of network resources

· need for dealing with devices that are not continuously listening for messages from the Server by using out-of-band notification

· need for dealing with devices with limited processing power by using WBXML instead of gzip, limited XML, etc.
Despite its mobile legacy, DM 1.x was also adopted by other fora like WiMAX Forum and CableLabs for the management of non hand-held devices.

4.2 Version <x.y>

TBD
4.2.1 Version <x.y.z>

TBD
5. Protocol Overview (Informative)
This section provides a high-level overview of the DM 2.0 protocol.
5.1 Device Management Tree

The OMA-DM protocol supports the notion of Management Objects (MOs).  These are abstract representations of remotely manageable capabilities exposed by the device.  All the available MOs pertaining to a device are organized in a hierarchical tree structure known as the Management Tree.  The Management Tree may be looked upon as the complete management view of a device’s configuration and operational status.  Different DM Servers may “see” different trees, depending upon their access rights to different portions of the Management Tree.

MOs are comprised of nodes.  Each node is the potential target for invoking a management operation from the DM Server.  In order to perform some remote management action, the DM Server executes an operation on the corresponding node in the DM Tree. Nodes are addressed using URIs. The URI of a node is the concatenation of the names of all the nodes from the root of the Management Tree, using ‘/’ as the delimiter.

Management Objects fall into three broad categories, based on how they are instantiated on the device:

· Fully static MOs: These MOs are instantiated by the Client, without any Server intervention.  Node values within the MOs can be replaced by the Server, but nodes within the MOs cannot be added or removed.

· Fully dynamic MOs: These MOs are instantiated at run time.  They are typically generally by the DM Server, although occasionally they can be created by the Client at run-time, with notification to the Server.  Typically DM Servers can add and delete individual nodes to the MOs in this category

· Hybrid MOs: These MOs are comprised of both static and dynamic nodes.  When a Sever dynamically instantiates an interior node, the device automatically creates a factory-provisioned set of sub-nodes, and may fill in some default data as well.

Each MO is characterized by a unique MOID (MO Identifier), which is generally a URN.  OMA has established a well-defined procedure for the registration of MOIDs with OMNA.
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Figure 1
 shows an illustrative MO. Figure 2 shows a sample Management Tree, which is comprised of many MOs.

Figure 1: An Illustrative MO

[image: image4.emf]
Figure 2: A Sample DM Tree

Associated with each node in the Management Tree is a set of run-time properties. These properties describe the real-time characteristics of the nodes themselves and they are valid for the lifetime of the node. Some of these properties are optional for a Client to support, while others are mandatory. Among other things, run-time properties can provide the following information about a node in the Management Tree:

· Access Control List i.e. list of DM Servers that are allowed to invoke a given DM command on the node

· timestamp of the last change of a node’s value or some run-time property

· format of the data associated with the node

· MIME type of a leaf node’s value

OMA-DM supports structural queries on the Management Tree.  Among other things, these queries provide the following capabilities:

· discovering the structure of the Management Tree 

· discovering the structure of the Management Tree, along with all the data associated with the leaf nodes

· returning the URIs of all instances of an MO, corresponding to the specified MO identifier

· returning the URIs of all instances of an MO, corresponding to the specified MO identifier, along with all the data associated with the leaf nodes

· serializing the entire Management Tree, or a portion thereof, in a normative XML form 

5.2 DM Bootstrapping

Bootstrapping is the process by which a device moves from an un-provisioned, empty state, to a state where it is able to initiate a management session to a DM Server. A DM client that has already been bootstrapped can be further bootstrapped to additional DM Servers. Bootstrapping is a prerequisite for a DM Client to process messages from a DM Server. Bootstrapping for OMA-DM can be performed in the following ways:

· Customized Bootstrap (aka Factory Provisioning): The manufacturer includes the device management Server configuration at the time the device is manufactured.  

· Bootstrap From Smartcard: All the bootstrapping information is in a Smartcard.  The device obtains the bootstrap information when the Smartcard is inserted into the device.

· Server Initiated Bootstrap: A Bootstrap Server pushes the bootstrap information to the Client upon discovering sufficient information about the device. This can happen in a number of ways. For example:

· It could be done at the point-of-sales where a sales system ties in with the management system and delivers the information

· It could be done through a self-service web site where the user enters her own phone number

· It could be done by the network the first time the device registers to the network. When this happens a trigger could be sent from the core network to the management server with the number used by the device

· It could be done with a voice prompt system where the user is prompted to key in her phone number using DTMF

· Client Initiated Bootstrap: Client requests bootstrap information from a pre-configured URL.

5.3 Message Encoding Format

5.4 Protocol Commands

As mentioned in [section 5.1], to carry out management actions on a device, the DM Server invokes DM commands on the various nodes in the Management Tree. The DM protocol supports the following commands that can be remotely invoked by a  Server on a Client:

· Get: Retrieves the value associated with the target node in the Management Tree

· Replace: Sets the value associated with the target node, overwriting the previous value of the node

· Add: Creates a new node at the specified location in the Management Tree.  The new node can be a leaf node or the root node for a management object

· Delete: Deletes a node, and the entire sub-tree beneath that node, if one exists

· Copy: Replicates the structure and the node values associated with a sub-tree at one location to a different location within the Management Tree.

· Exec: Executes a predefined function, that is statically bound to the target node, on the device.  Examples include initiating software download, running a diagnostic test etc.
5.5 Device Description Framework

DDF is an XML-based normative format, used by devices supporting OMA-DM, to expose their manageable capabilities.  These capabilities are described in terms of Management Object definitions. DM 2.0 compliant MOs are required to conform to the DDF XML Schema.

Among other things, DDF can provide the following information pertaining to each of the nodes within the MO definition:

· protocol commands supported by the node

· allowed number of instances for the node within the sub-tree that is rooted at its parent node (i.e. indicator of how many siblings the node can have in the Management Tree at run time)

· format of data associated with the node

· MIME type of data associated with the node

· default value of data associated with the node

· indication whether the node is created statically or dynamically

Optionally, DDF can also be used to indicate the location of an MO in the Management Tree.  

Although DDF can be viewed as a contract between a DM Client and a DM Server, it is not meant to convey the semantics of management operations supported by the device.  

It should be noted that the DDF may not reflect the current capabilities of the device, either due to new firmware or software installed on the device.

5.6 Standard Objects

OMA-DM maintains complete separation of schema from protocol. The DM specification only specifies the core MOs which are referred to as “Standard Objects”. Other working groups within OMA and outside OMA define their own MOs.

Standard Objects control the core protocol itself, rather than some domain-specific DM functionality like firmware update or device diagnostics. The Standard Objects for OMA-DM 2.0 are listed below.

· DM Account: This MO is used to manage bootstrap settings for a DM Server. Among other things, this MO contains the Client and Server security credentials for the DM Server in question

· Device Information: This MO contains the basic information pertaining to the device. This information is sent to the DM Server at the beginning of each DM session.  Among other things, this MO provides the following information:

· globally unique device identifier

· device model

· device manufacturer

· Device Details: This MO contains device specific parameters. Unlike the Device Information parameters, these parameters are sent to the DM Server only on demand. Among other things, this MO provides the following information:

· device type

· firmware version

· software version

· hardware version

Support for DM Account, Device Information and Device Details MOs is mandatory for all DM 2.0 Clients.
5.7 User Interaction Commands

The OMA Device Management Protocol supports the ability to notify and obtain confirmation from the user regarding management operations.  Examples include:

· user displayable notification associated with a certain action

· confirmation from the user to execute a certain management operation

· prompt user to provide input for upcoming management operation

· prompt user to select item or items among items

· display progress notification for a certain action

The Server can indicate to the Client how user interaction commands need to be processed.  Among other things, the DM Server can indicate the following:

· minimum time that the user interaction command should be displayed to the user  

· maximum time that the Client should wait for the user to react to the user interaction command before timing out

· default response for a user interaction command

· maximum length of user input

· what kind of input characters the user is allowed to enter (e.g. alphanumeric, numeric, date etc.)

· whether or not the user input should be echoed on the device screen

5.8 Security Considerations
5.9 Gateway Functionality
5.10 Device Management Entity Relationship

The OMA-DM protocol runs between a DM Server and a DM Client. The DM Server runs under the jurisdiction of one or more MAs (Management Authorities) [DMDICT]. 
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Figure 3: Device Management Entity Relationship
Figure 3 represents an illustrative device management network, which comprises of two MAs, MA1 and MA2.  DM Server DMS1falls under the jurisdiction of MA1.  DM Servers DMS3 and DMS4 fall under the jurisdiction of MA2.  DM Server DMS2 is shared between MA1 and MA2.

Device1 is managed by DMS1 and DMS2.  It falls under the jurisdiction of MA1 as well as MA2.  Device2 is managed only by DMS1 and it is fully within the jurisdiction of MA1.  Device3 is managed by DMS3 and DMS4 and it falls fully within the jurisdiction of MA2.
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Appendix B. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [SCRRULES].

B.1 SCR for XYZ Client

	Item
	Function
	Reference
	Requirement

	XYZ-C-001-M
	Something mandatory
	Section x.y
	(XYZ-C-004-O OR XYZ-C-003-M) AND
 XYZ-C-002-O

	XYZ-C-002-O
	Something optional
	Section x.y
	

	XYZ-C-003-M
	Dependencies on ZYX
	Section x.y
	ZYX:MCF

	XYZ-C-004-O
	Dependencies on ZYX
	Section x.y
	ZYX:OCF


B.2 SCR for XYZ Server

	Item
	Function
	Reference
	Requirement

	XYZ-S-001-M
	Something mandatory
	Section x.y
	XYZ-S-004-O OR XYZ-S-002-O OR XYZ-S-003-M

	XYZ-S-002-O
	Something optional
	Section x.y
	

	XYZ-S-003-M
	Dependencies on ZYX
	Section x.y
	ZYX:MSF

	XYZ-S-004-O
	Dependencies on ZYX
	Section x.y
	ZYX:OSF
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