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3. Terminology and Conventions

3.1 Conventions
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4. Introduction

In this specification, the Scheduling Framework for OMA-DM based mobile devices is described, and the information on the Scheduling management objects and the associated behavior are also provided.
Generally, the management sessions and the associated network transactions are not directly coupled with the revenue, but they are necessary to manage other mobile application services and the network to allow revenue creation out of them. In that sense, they can be seen costs for managing the networked services and, therefore, should be kept as small as possible.  
The scheduling capability specified by the Scheduling Framework can be used to reduce that costs. It can be added on the existing device management infrastructure requiring little modification on them but leveraging most of the management functionalities provided by them. 

On the other hand, although the management operations are aming to provide the better user experience for the networked services, it is highly likely that the management operations frequently involve interruption and inconvenience to the users. The Scheduling Framework can be used to address the problems and provide enhanced user interaction functionality for various management operations only at the minimal management costs.
In addition, the Scheduling Framework can be commonly utilized by other DM enablers and general applications, and, at the same time, is also manageable by the remote servers. The common Scheduling Framework will reduce the duplication of the efforts needed to create and implement different technologies by various vendors and standard bodies that will only provide similar scheduling functionalities. 
5. Scheduling Framework
The Scheduling Framework described in this specification provides the function that enables the scheduled execution of the management tasks. The schedules are set up in the Device, monitored and executed by the device when there are condition matches. When running the schedules, the device SHALL conform to the rules and restrictions given in the Scheduling Context.
Based on and taking advantage of this functionality, the enhanced user interaction functions for scheduling operations are redefined by the framework, and the optional gating function is also provided. The gating function can be used to increase the efficiency for the offline-processing of the management tasks aiming to further reduce the amount of the online management sessions. In addition, the logging function to record the scheduling operations is also specified in the Scheduling Framework.
If not specified otherwise, the term ‘device’ is alternately used in the following sections to refer to the Device Management Scheduler that is described in detail in [DMSCHED-AD]. 
5.1 Scheduling Context

The schedule for the management operations is modeled by the Scheduling Context, which is installed in the device as a set of management objects and run by the device conforming to this specification. The Scheduling Context can be created dynamically or statically and SHALL be owned by a single DM Server. The Get, Replace and Delete ACL rights to the new Scheduling Context SHALL be granted only to the server identifier which creates it. Any DM server that wants to use the Scheduling Framework of the device SHALL create its own Scheduling Context and MAY NOT share it with other servers. One DM server MAY create multiple Scheduling Contexts and each one will run independently from others. 
The Scheduling Context consists of the general nodes, one or more Schedule components, and some other nodes for the storage and control of the scheduling operations logging. The general nodes are referenced and used by the DM servers and/or users, and it includes such nodes as the identifier of the context, name, version, the owner of the schedule, and the ones related to the state control. Note that the Scheduling Context MAY consist of multiple entries of the schedules to allow the binding of the different but logically related management schedules into one context. 
The OPTIONAL logging functions specified in the Scheduling Framework will be useful to address the problem that is inherent to general fault reporting scenario where the server fails to receive the reports due to unstable connection with the device. It is the function complementary to the offline processing so it can be used by the DM server, for example, to check the status of the offline processing from time to time. The support for the logging function is declared by the DDF of the device. 
5.1.1 Scheduling Context Installation, Reconfiguration, and Removal
Mainly from the security considerations, the installation of the new Scheduling Context SHALL be done directly by the DM server through OMA DM sessions specified in [DMPRO]. That is, it SHALL NOT be done indirectly by executing the scheduled management operations. The same is true for the Reconfiguraiton and Removal of the installed Scheduling Context in the device.
5.1.2 State Transitions of the Scheduling Context

The Scheduling Context may reside in one of the three states, Stopped, Running, and Suspended, at any given points in time. Right after a Scheduling Context is installed in the device, it MAY reside in Stopped or Running state depending on the value of the node ‘x/AdmState’ set during the installation procedure. If it is set to Running, the device SHALL run the Scheduling Context immediately after installation. When the Scheduling Context expires or any kind of error occurs, it MUST automatically move to the Stopped state.
	State
	Description

	Stopped
	The running of the Scheduling Context MUST be stopped. More specifically, the scheduling operations for all of the Schedule components included are stopped (i.e., they MUST be in disabled state), and the logging is also stopped. But, the logged data MUST be maintained if there is any in the buffer.

	Running
	The Scheduling Context MUST be run. More specifically, the scheduling operations for the enabled Schedule components MUST be running. 

	Suspended
	The running of the Scheduling Context MUST be suspended. More specifically, the scheduling operations for the enabled Schedule component MUST be suspended. The state of the Schedule component SHALL be maintained. Logging is also suspended and the logged data MUST be maintained.


Table 1: States of the Scheduling Context
During the lifecycle of the Scheduling Context, the DM Server that has sufficient access rights can control the operational state of the Scheduling Context, i.e. it can start, stop, suspend, and resume the running of the Scheduling Context. To do that, the DM Server replaces the ‘x/AdmState’ node with the value corresponding to the intended state, and the operational state of the Scheduling Context is reflected by the node ‘x/OpState’. In some cases, the user MAY be granted the permission to control the operational state of the context.

The possible state control operations are shown in table 2. Note that the user MAY be allowed to view the state of the Scheduling Context through properly designed user interface and suspend, resume, or stop the running of it.
	State Control Operation
	Description
	Applicable States

	Start
	The Scheduling Context MUST start running from the initial state. More specifically, it starts running with the states of the child Schedule components set to their respective initial values. The Scheduling Context moves to Running state.
	Stopped

	Stop
	The Scheduling Context MUST move to the Stopped state. The states of the child Schedule components included MUST be disabled.
	Running, Suspended

	Suspend
	The running of the Scheduling Context MUST be suspended. Specifically, the state of the child Schedule component included MUST be stored. The Scheduling Context MUST move to Suspended state. 
	Running

	Resume
	The running of the Scheduling Context MUST be resumed. Specifically, the states of the child Schedule components MUST be recovered, and it resumes operation from that states. The Scheduling Context MUST move to Running state.
	Suspended


Table 2: State Control Operations
5.1.3 Schedule Component
The Schedule component represents each component of the management schedules that comprise the Scheduling Context. The device performs the scheduling operation for the activated Schedule components as described below.
The Scheduling Context SHALL contain at least one Schedule component and MAY contain multiple Schedule components, which are logically related to each other and binded into one context. This way, it will be easier to represent, for example, the threshold-based schedules with hysteresis by binding a pair of the Schedule components with different thresholds specified enabling or disabling one another, and the schedule that becomes meaningful only after a given event occurs.   
The Schedule component also has states, enabled and disabled. When the parent Scheduling Context starts running, the state of the child Schedule component SHALL start from its initial state (specified by ‘x/Schedule/x/InitState’ node). The state SHALL be maintained while the parent Scheduling Context is suspended, and recovered when it resumes. At least one Schedule component SHALL be enabled when the parent Scheduling Context starts running. When Scheduling Context stops, all the child Schedule components SHALL be disabled. The state of the Schedule component may be changed as a result of the task execution, more specifically, when executing En and Dis instructions.

The Schedule component may fall into one of the two categories as below depending on the repetativeness of its condition. This will affect the state transition of the Schedule component.
· One-Shot Schedule: The schedule expires at the first occurrence of the condition match and the Schedule component will be disabled after next one lap of scheduling operation.  
· Repetative Schedule: The schedule with a recurrsion rules specified. The Schedule component is not disabled after condition matches.
5.2 Scheduling Operation

The device SHALL perform the scheduling operations for the enabled Schedule components while the parent Scheduling Context is running. The scheduling operation SHALL also be suspended during the period of time when the parent Scheduling Context is suspended. 
The overall scheduling operation consists of a sequence of following processes, the Condition Matching, the User Interaction, the Task Execution, the Gating, and the Status Reporting. The device MUST continuously monitor and check for the condition matches. When the condition matches are detected, the User Interaction function SHALL be performed if specified in the Schedule component, through which the user may confirm, defer, or reschedule the processing of the scheduled tasks. When the user confirms, the scheduled management tasks SHALL be executed. Finally, the result of the execution will be sent to the server by a way of Status Reporting. Note that some of the results may be gated-off and not sent to the server. Figure 2 shows the summary of the overall scheduling operation.
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Figure 1: Overall Scheduling Operation (informative)

5.2.1 Condition Matching

The device monitors the condition matches while running the scheduling operation. If there is a condition match found, either the Task Execution process or the User Interaction process may be invoked. If there is any user interaction specified, the User Interaction process SHALL be invoked. Otherwise, the Task Execution process SHALL be invoked. 

There are three types of the conditions depending on the source of the trigger, timer-based, threshold-based, and Trap-based. The different types of the conditions SHALL NOT be mixed except the case where the threshold-based condition is embedded in the timer-based condition. In that case, the threshold-crossing SHALL be checked at each scheduled points in time. See the following sections for the detailed descriptions.
5.2.1.1 Timer-based

The device SHALL issue condition matches at the scheduled times which are specified in the DM Management Object. The recursion rule MAY be specified. Otherwise, the schedule is one-shot schedule and the Condition Matching process SHALL be terminated after the first occurrence of the condition match. The recursion rule follows the XAPIA’s CSA specification. The local device time and the server time SHALL be synchronized within a reasonable tolerance. Since the system time among servers may be different, when the DM server is setting up the timer-based schedule, the device SHALL synchronize its local time to that particular server.    
5.2.1.2 Threshold-based

The device actively monitors the values of the specific management objects and compares them with the given thresholds. 
If the OPTIONAL Interval element type is specified, the device SHOULD sample the next value of management object no later than the given interval after the previous sampling. The recursion rule MAY be specified. Otherwise, the schedule is one-shot schedule. 
The direction indicator (UpDown element type) SHALL NOT be used unless the format of the management object value is integer or float. If the direction indicator is used and it is “true”, the condition matches occur only when the sample value turned out to be greather than (or equal to) the given threshold and the previous sample value was less than the threshold. The opposite applies the same way. If the direction indicator is not used, the condition match occurs when the sample value is exactly same as the given threshold.
If the duration indicator (Dur element type) is used, the condition match occurs after consecutive matches for the given duration. 
5.2.1.3 Trap-based

The indications about the specific Trap events provided from the external sources are used for Condition Matching process. Therefore, the Condition Matching process completely relies on the Trap enabler as a supplier of those indications. The interface between DM Scheduling enabler and the Trap enabler is left to implementation. 
During the Scheduling Context installation and reconfiguration phase, an attempt by a management server to setup a schedule based on the trap source which is not supported by the device SHALL return the status (xxx) Invalid Schedule.  
5.2.2 User Interaction



	
	
	

	
	
	

	
	
	

	
	
	




	
	
	

	
	
	

	
	
	



 
5.2.3 Task Execution
By supporting the scheduling of the management commands defined in [OMA-DM], the functionalities defined and provided by other components in the existing OMA DM based management infrastructure can be reused as much as possible, and thereby avoid from redefining new management operations from the beginning.
When scheduling the management commands, the additional restrictions to be applied are as follows.

· The user interaction commands defined in [OMA-DM] SHALL NOT be used since they are replaced by the user interaction functions newly defined for the Scheduling Framework in section 5.2.2.
· More than one Item element type MAY NOT be specified in any of the commands, and the CmdID element type SHALL be unique among the scheduled management commands within a Schedule component.
In addition to the management commands defined in [OMA-DM], a few instructions are provided by the Scheduling Framework as follows. They are one-way instructions and no response messages or codes are defined.
· The instruction for the device to initiate a session to the specified DM server. The successful completion of the instruction is implicitly known when the DM server receives a session initiation form the device.
· The instruction to enable and disable the Scheduling Operations for the Schedule components of the parent Scheduling Context. The successful completion of the instruction is known to the server by reading the state of the Scheduling Operations.
5.2.4 Gating
The optional Gating function is aiming at the reduction of the amount of the management sessions.  At this time, only the Status responses generated from the execution of the management commands can be gated-off. The gating criteria are based on the status response code it contains. The gating criteria specify a list of the response codes for each of the scheduled management commands. The CmdRef element type in the Status response is compared with Ref element types in the gating criteria for match. Then, the response code contained in Data element type will be compared with a list of the response codes. If there is a matching response code in the gating criteria, the Status response MUST be gated-off. 
5.2.5 Status Reporting
After the installation of the Scheduling Contexts, all the messages generated from the running of them are sent to the server through the Status Reporting. The Status Reporting uses the Generic Alert message defined in [OMA-DM]. See section 7.2 for the format of the message to deliver the Status Reporting.
5.3 Logging

The Scheduling Framework MAY provide the logging function to record the history of the scheduling operations. By the logging function, the condition matches, the result of the user interactions, and the result of the scheduled task executions can be recorded. The device is responsible for the management of the logging buffer items controlled by the parameters given from the DM Server. With the control parameters such as the buffer size and type, the device decides the position of the current buffer item to record the next logging data. Linear and circular buffer types are supported. For the linear buffer type, if the storage is full, the next logging data will be discarded. For circular buffer type, if the storage is full, the oldest logged data will be emptied to store the new logging data.   

5.4 Security Considerations

5.5 DM Management Object
The Scheduling Operation is performed based on the DM Management Object. It specifies the element types to be referenced by the corresponding processes mentioned in section 5.2.  
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6. Scheduling Context Management Objects
The management objects associated with the Scheduling Context are assembled under an internal node x (dynamically or statically created) as shown in figure 1. 

Management Object identifier: org.openmobilealliance/1.0/SchedulingManagementObject

Protocol Compatibility:  This object is compatible with OMA Device Management protocol specifications, version 1.2 and upwards.
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Figure 2: Scheduling Context Management Objects
Node: x

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrMore
	Node
	Get


This interior node acts as a placeholder for a Scheduling Context. The ancestor elements of this node define the position in the management tree of this management object. The name of this node will be assigned when it is created at run-time except when this node is statically created. 
Node: x/ID
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the ID of the Scheduling Context. Note that this ID is used to direct Exec commands to specific Deployment Components.

Node: x/Name
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies the name of the Scheduling Context.
Node: x/Version
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the version number of the DM Scheduling enabler that the Scheduling Context conforms to. The name of the Scheduling Context conforming to this specification SHALL be “1.0”.
Node: x/Server

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node contains the Server Identifier of the DM Server that owns the Scheduling Context.

Node: x/OpState

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node optional node reflects the operational state of the Scheduling Context. 
Node: x/AdmState

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get, Replace


This leaf node is write-only node for the DM server to control the operational state of the Scheduling Context by changing the value of this node.
Node: x/UserControl
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the permission granted to the user. 

Node: x/Schedule

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This interior node is a parent node for all the Schedule components comprising the Scheduling Context.

Node: x/Schedule/x

	Tree Occurrence
	Format
	Min. Access Types

	OneOrMore
	Node
	Get


This interior node is a placeholder for a Schedule component. The name of this node will be assigned when it is created at run-time except when this node is statically created.
Node: x/Schedule/x/Operation

	Tree Occurrence
	Format
	Min. Access Types

	One
	XML
	Get


This leaf node specifies the DM Scheduling XML document.

Node: x/Schedule/x/State

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the state of the Schedule component.
Node: x/Schedule/x/InitState

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the initial state of the Schedule component.

Node: x/Schedule/x/LogControl

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Chr
	Get


This leaf node specifies the logging control value for the scheduling operation.

Node: x/Schedule/x/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions.
Node: x/Log

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a parent node for the storage and the control parameters for logging.

Node: x/Log/Size

	Tree Occurrence
	Format
	Min. Access Types

	One
	Int
	Get


This leaf node specifies the size of the logging buffer items.

Node: x/Log/Current

	Tree Occurrence
	Format
	Min. Access Types

	One
	Int
	Get


This leaf node specifies the index to the current logging buffer item.

Node: x/Log/Type

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the type of the logging buffer.

Node: x/Log/Data

	Tree Occurrence
	Format
	Min. Access Types

	One
	Node
	Get


This interior node is a parent node for all the logging buffer items.
Node: x/Log/Data/x

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrMore
	Node
	Get


This interior node is a placeholder of the logging buffer item.

Node: x/Log/Data/x/SchedID
	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the identifier of the Schedule component corresponding to the logged buffer item.

Node: x/Log/Data/x/Result

	Tree Occurrence
	Format
	Min. Access Types

	One
	Chr
	Get


This leaf node specifies the logged buffer item.

Node: x/Log/Data/x/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions.
Node: x/Log/Ext

	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions.
Node: x/Ext
	Tree Occurrence
	Format
	Min. Access Types

	ZeroOrOne
	Node
	Get


This optional interior node is a placeholder for the platform or vendor specific extensions.
7. Behavior Associated with the Scheduling Context Management Objects
7.1 Use of the Generic Alert for Status Reporting
7.2 Logging Tree Management
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<< The following is a model of a revision table.  DELETE THIS COMMENT >>

A.1 Approved Version History

	Reference
	Date
	Description

	n/a
	n/a
	No prior version –or- No previous version within OMA

	OMA-xxyyz-V1_0-20021001-A
	01 Oct 2002
	Initial document to address the basic starting point

   Ref TP Doc# OMA-TP-2002-1234-xxyyzForApproval

	OMA-xxyyz-V1_1-20030405-A
	05 Apr 2003
	description of changed

   Ref TP Doc# OMA-TP-2003-0321-xxyyzV1_1forApproval


A.2 Draft/Candidate Version <current version> History

<< This section is available in pre-approved versions – it should be removed in the actual approved versions.  DELETE THIS COMMENT >>

	Document Identifier
	Date
	Sections
	Description

	Draft Versions

OMA-xxyyz-V1_2
	30 Jun 2003
	3.2, 8.2, 11.4, App A
	Incorporates input to committee:

   OMA-XY-2003-0053-CR_SpellingCorrections

   OMA-XY-2003-0098-CR_AddSectionOnPeanutButter

	
	12 Aug 2003
	9.2.2.2, 11.3
	Incorporates input to committee:

   OMA-XY-2003-0101R2-CR_ImproveJellyReferences

	Candidate Version

OMA-xxyyz-V1_2
	16 Sep 2003
	n/a
	Status changed to Candidate by TP

   TP ref # OMA-TP-2003-0abc-CandidateRequest_xxyyz_V1_2

	Draft Version

OMA-xxyyz-V1_2
	24 Sep 2003
	6.8
	Status changed to Draft (demoted) to address important class 1 CR

   OMA-XY-2003-0172-CR_AddSectionOnJellyGoesOnTop

	Candidate Versions

OMA-xxyyz-V1_2
	13 Nov 2003
	n/a
	Status changed to Candidate by TP

   TP ref # OMA-TP-2003-0def-CandidateRequest_xxyyz_V1_2_again

	
	21 Dec 2003
	4.2, 6.3
	Minor CR to address interpretation of bread references

   OMA-XY-2003-0205-CR_SlicedBreadClarification

Notice sent to TP of minor update

   TP ref # OMA-TP-2003-0ghi-CandidateUpdateNotice_xxyyz_V1_2

	
	12 Jan 2004
	4.2, 6.6
	Minor CR to cover cases where knife not available

   OMA-XY-2004-0012-CR_SpreadingWithoutKnife

Notice sent to TP of minor update

   TP ref # OMA-TP-2004-0jkl-CandidateUpdateNotice_xxyyz_V1_2


Appendix B. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [IOPPROC].

The following is a model of a set of SCR tables.  DELETE THIS COMMENT

B.1 SCR for XYZ Client

	Item
	Function
	Reference
	Status
	Requirement

	XYZ-C-001
	Something mandatory
	Section x.y
	M
	(XYZ-C-001 OR XYZ-C-003) AND
 XYZ-C-002

	XYZ-C-002
	Something optional
	Section x.y
	O
	

	XYZ-C-003
	Dependencies on ZYX
	Section x.y
	M
	ZYX:MCF

	XYZ-C-004
	Dependencies on ZYX
	Section x.y
	O
	ZYX:OCF


B.2 SCR for XYZ Server

	Item
	Function
	Reference
	Status
	Requirement

	XYZ-S-001
	Something mandatory
	Section x.y
	M
	XYZ-S-001 OR XYZ-S-002 OR XYZ-S-003

	XYZ-S-002
	Something optional
	Section x.y
	O
	

	XYZ-S-003
	Dependencies on ZYX
	Section x.y
	M
	ZYX:MSF

	XYZ-S-004
	Dependencies on ZYX
	Section x.y
	O
	ZYX:OSF


Appendix C. . 

Appendix D. Type Definitions
(Informative)
D.1 
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Server Identifier for the DM server that owns this Scheduling Context


Human readable string for name


Identifier of the Scheduling Context


Read-Only node to reflect the Operational State of the Context


Write-Only node to control the Operational State of the Context


Max. Size of the Buffer


Read-Only pointer to the current Buffer item


Buffer Type, Linear/Circular


Placeholder for a Buffer item


Hook for vendor specific extension


LogControl?


Placeholder for a Schedule component. Name of this node should be an integer ranging from 1 upto 65536


DM Scheduling XML document


Read-Only node to reflect the Operational State. Enabled or Disabled.


Initial State to be set when parent Scheduling Context starts running.


Controls logging status.
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