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1 Reason for Change

This CR requests some editorial updates to the current TS to improve readability.
2 Impact on Backward Compatibility

None. 

3 Impact on Other Specifications

If accepted here, additional CRs may be raised to roll across some of these editorial changes into earlier schedule-related documents.
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavors to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

It is recommended that the proposed changes be made to the current Scheduling TS.

6 Detailed Change Proposal

Change 1:  Add Fourth Level Headings To the ‘Contents’ Table 
The ‘Content’ table only displays headings down to level 3, however fourth-level headings are in use throughout the document. 
Could the Content table please be updated to display them?
Change 2:  Add ‘Scheduling Operation’ to Definitions Table 

Section 3.2 Definitions table requires a definition of ‘Scheduling Operation’.

Note that the definition suggested below could probably be improved.

Resolution: 

	Scheduling Message
	A DM message that is used to deliver the DM server’s request to configure the Scheduling Contexts and the report sent from the DM client to indicate the DM server of the status changes on the Scheduling Contexts in the Device.

	Scheduling Operation
	A management operation within a Schedule Component

	Status Reporting
	It is the sending of Generic Alert to the DM server to inform the interested events occurred in the Device with regards to the Schedules under the control of the server.


Change 3:  Remove ‘revenue’ Related Paragraph from Section 4 ‘Introduction’
Section 4. ‘Introduction’ currently contains the following paragraph (as the second paragraph);

“…

Generally, the management sessions and the related network transactions are not directly coupled with the revenue, but they are necessary to deploy, configure, or manage the devices and other mobile application services from which the revenue can be generated. In that sense, they can be seen as costs for managing the networked services and the devices.
…”

I don’t believe a discussion about ‘revenue’ adds anything to the technical specification and could be removed.

Change 4:  Remove ‘the’ & change ‘efforts’ to ‘effort’ in Section 4 ‘Introduction’
Section 4. ‘Introduction’ currently contains the following paragraph (last paragraph in the section) in which a redundant ‘the’ should be removed and the word “efforts” should be replaced with ‘effort’ to improve readability;
“…It is also expected that the Scheduling Framework can be commonly utilized by other DM Enablers and general applications to serve their own scheduling purposes, and reduce the duplication of effort that would otherwise be needed to create different scheduling specifications in different standard bodies and implementations.”

Change 5:  Reword Sentence in Section 5
Section 5 ‘Scheduling Framework’ could be reworded to improve readability;
5.  Scheduling Framework
The Scheduling Framework can be divided into three parts, Scheduling Context, Scheduling Operation, and Status Reporting. 

If not specified otherwise, the term ‘Client’ is used throughout this document to refer to the Device Management Scheduling Client as defined in [DMSCHED-AD].

Change 6:  Reword Section 5.1
Section 5.1 ‘Scheduling Context’ could be reworded to ensure the reader fully understands what a ‘scheduling context’ is.
5.1  Scheduling Framework
A ‘Scheduling Context’ contains one or more ‘Schedule Components’. A Schedule Component is a set of device-specific management operations targeted at management objects and nodes resident on the device. The Schedule Component also contains the business rules and execution schedule for these management operations advising the device when to execute the management operations.

A Scheduling Context has a single DM Server assigned as its Management Authority. Only the currently assigned Management Authority can access the Context. If this DM Server was unable to continue maintaining the Context, another DM Server with sufficient access to the parent node of the Context can replace it as the Management Authority.


Note: I removed any reference to ACLs. I believe access rights should be covered under the ‘installation’ heading as I assume all that is checked/resolved/set during the schedule installation process. Correct me if I am wrong.

Also, I have two questions which may result in more information being added to Section 5.1;

Q 1/ Are all the management operations in a single Scheduling Context serviced/processed by the same DM Server. And is this DM Server the same as the current Management Authority for the Context? If so, this should be stated in Section 5.1.

Q 2/ Can a device have multiple ‘Scheduling Contexts’ from various DM Servers? If so, this should be stated in Section 5.1.
Change 7:  Change ‘terminate’ to ‘stop’ in Section 5.1.1

Section 5.1.1 contains the word ‘terminate’ which should be replaced with ‘stop’ to be consistent with the state diagram in section 5.1.2.
5.1.1  Scheduling Context Installation, Reconfiguration, and Removal

The Scheduling Context SHALL be installed through the direct management operations by the server over OMA DM sessions [DMPRO]. That is, it SHALL NOT be installed by other Schedules. The same is true for the reconfiguration and removal of the installed Scheduling Context in the device, except that the scheduled task can activate or deactivate other Schedule Components. Any request from the server to install or reconfigure the Scheduling Context MAY be verified as specified in the following sections before they are installed or reconfigured. If the server is going to reconfigure the Scheduling Context in running or suspended state, it MUST stop the context first before the reconfiguration. The Scheduling Context in any state can be removed, and the Client MUST automatically stop the Scheduling Context before removing the Scheduling Context. In cases the Scheduling Context allows the user to remove the Scheduling Context that was created by the server, the Client MAY send Status Reporting message to the server as specified in section 7 after removing the Scheduling Context requested by the user. The Scheduling Context MUST be automatically removed when the validity date expires not necessarily having any communication between the client and the server.
Change 8:  Request to split Section 5.1.1 into 3 Separate Sections

Section 5.1.1 ‘Scheduling Context Installation, Reconfiguration, and Removal’ currently covers many topics in one paragraph and it is difficult to read.

Resolution: split this into 3 sections;

5.1.1 ‘Scheduling Installation’

5.1.2 ‘Scheduling Re-Configuration’

5.1.3 ‘Scheduling Removal’
Change 9:  Editorial Updates for Section 5.1.2
The first paragraph in Section 5.1.2 could have a few editorial updates to improve readability;
5.1.2.  State Transitions of the Scheduling Context
The Scheduling Context on the device MUST reside in one of the three states, Stopped, Running, and Suspended, at any given point in time. The state transition operations are atomic and triggered by the server. State transitions MAY also be triggered by the end user depending on the permissions set by server. If the transition is triggered by the server, the Client MUST be able to return to the previous state in case the transition fails. In addition, the state transition can occur automatically during the lifecycle of the Scheduling Context. For example, when the Scheduling Context encounters any error while running the Scheduling Operation, it may automatically move to the Stopped state.
Change 10:  Advising that the ‘Suspended’ State is Optional in Section 5.1.2
Section 5.1.2 introduces the possible states for Scheduling Contexts.

Is the ‘Suspended’ state optional? If so, this should be stated in Section 5.1.1.
Resolution: 
5.1.2.  State Transitions of the Scheduling Context
The Scheduling Context on the device MUST reside in one of the three states, Stopped, Running, and Suspended, at any given point in time. The Suspended state is optional. The state transition operations are atomic and triggered by the server. State transitions MAY also be triggered by the end user depending on the permissions set by server. If the transition is triggered by the server, the Client MUST be able to return to the previous state in case the transition fails. In addition, the state transition can occur automatically during the lifecycle of the Scheduling Context. For example, when the Scheduling Context encounters any error while running the Scheduling Operation, it may automatically move to the Stopped state.
Change 11:  Editorial Updates For Section 5.1.3

Some editorial updates may improve the readability of Section 5.1.3;
(unless I have misunderstood this section completely as the example was not clear)
5.1.3  Schedule Component
A Schedule Component is a set of management operations plus the business rules (conditions) and schedule that control when they are executed.
At any given time, a Schedule Component MUST reside in one of two states, Active or Inactive. 
A Schedule Component is configured with an ‘initial state’, found within  x/Schedule/x/InitState. When the Start operation is issued to a Scheduling Context, all of its Scheduling Components revert to their initial state.


The state SHALL be maintained while the device is turned off or parent Scheduling Context is suspended so that the Scheduling Context can be resumed from the point where it was suspended. If the Scheduling Context is stopped, all the included Schedule Components SHALL be deactivated, and the initial states MUST be used when it is restarted. 

When Schedule Components are associated via a Scheduling Context, they are able to activate or deactivate each other. A Schedule Component could also change the initial state of another Component. For example, the component 1 in figure 2 starts the data collection task while the component 2 ends the collection. And, the component 3 actually specifies the data collection. The component 1 and component 2 could specify variety of windows including the time windows or threshold range, and so on.
Change 12:  Change ‘Components’ to ‘Component’ & ‘tasks’ to ‘task’ in Section 5.2
‘Component’ and ‘task’ should not be plural in Section 5.2

5.2  Schedule Operation
While the Scheduling Context is in the Running state, the Client SHALL perform the Scheduling Operations for the each active Schedule Component included in the Scheduling Context. The Scheduling Operation SHALL also be suspended when Scheduling Context is suspended.
The overall Scheduling Operation is straight-forward operation and consists of a sequence of the following processes, i.e. the Condition Matching, the User Interaction, the Task Execution, the Gating, and the Status Reporting. The Client MUST continuously perform the Condition Matching throughout the operation to make sure any condition matches are not missed. When the condition matches are detected, the specified User Interaction function SHALL be performed if there is any specified, through which the user may confirm, defer, or reschedule the processing of the scheduled task. Then, the Task Execution process SHALL be invoked. Finally, the results of the execution are sent to the server. However, the results can be gated-off in the Gating process and will not be sent to the server. If the result has to be sent to the server, the Status Reporting process is used. The Status Reporting is also used to report the status updates or errors.
Figure 2 shows the summary of the overall Scheduling Operation. In case another condition match occurs before the previously invoked task is completed, the task SHOULD be completed first and then invoked again. 

Change 13:  Editorial Updates for Section 5.2.1

Some editorial updates to Section 5.2.1 may improve readability;
5.2.1  Condition Matching

The device SHALL monitor the condition matches while running the Scheduling Operation. 
Three condition types have been specified: timer-based, threshold-based, and Trap-based. A Client MAY support one or more of these condition types. If the device supports more than one condition type, it MUST be possible to combine condition types to form complex condition types. Same types of conditions MUST also be combined. Conditions are combined by using the AND operation, i.e. the logical status of each condition has to be “True” so that they collectively become a match. How the device monitors the condition matches is left to implementation. See the following sections for the detailed descriptions.
The schedules may be missed for some reasons, such as device switch-off. The device SHOULD check for missed schedules. How and when the device registers a missed schedule and later checks for missed schedules is up to the implementation. When the device detects that some schedules were missed, the device SHOULD retroactively perform the missed schedules based on business rules associated to the schedules, e.g. execute, delay, discard, inform the DM Server, or move forward the schedule.
If not specified otherwise, any errors encountered during the Condition Matching process MUST bring the entire Scheduling Context to a halt and the Status Reporting message MAY be sent depending on the configuration as specified in section 7. 
Also, I have a question about this section - it mentions that “Same types of conditions MUST also be combined.” But it does not say which ones. Should this be addressed?
Change 14:  Editorial Update for Section 5.2.2.4
Some editorial updates to Section 5.2.2.4 may improve readability;
5.2.2.4  State Transition of the Scheduling Context
Whether a user is able to view the list of installed Schedule Contexts and/or the current state of the Schedule Component is up to the implementation. However, the Client MUST follow the user permission configured by the server for the removal or state control of the Scheduling Context. If the permission is granted, the user MUST be allowed to change the state of the Scheduling Context or request to remove one of them. By default, the Client SHALL NOT allow the user to do as such. The permissions granted to the user are specified in the Scheduling Context, i.e. x/UserControl management object. These user initiated events MAY be reported to the server as specified in section 7.
Change 15:  Does ‘management object’ = ‘Scheduling Context’ in Section 6?

Section 6 ‘Scheduling Context Management Objects’ explains that “The management objects associated with the Scheduling Context are assembled under an internal node x (dynamically or statically created) as shown in figure 2.”

This is the first time the ‘management object’ has been mentioned and I am confused, is the ‘Scheduling Context’ the “Management Object”? 

Or is a ‘Scheduling Component’ a ‘Management Object’?
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