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1. Scope

This document describes the Virtualization MO that manages the Virtual Machines in the device by leveraging the OMA DM protocol [DM13]. This document includes the Requirements, Architecture, and Technical Specification for the Virtualization MO 1.0.
2. References

2.1 Normative References

	[RFC2119]
	“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt

	[RFC4234]
	“Augmented BNF for Syntax Specifications: ABNF”. D. Crocker, Ed., P. Overell. October 2005, URL:http://www.ietf.org/rfc/rfc4234.txt

	[OSE]
	“OMA Service Environment”, Open Mobile Alliance™,
URL:http://www.openmobilealliance.org/

	[SCRRULES]
	“SCR Rules and Procedures”, Open Mobile Alliance™, OMA-ORG-SCR_Rules_and_Procedures, URL:http://www.openmobilealliance.org/

	[DM13]
	“OMA Device Management”, Version 1.3. Open Mobile Alliance(,
OMA-ERELD-DM-V1_3-20120306-C, URL:http://www.openmobilealliance.org


2.2 Informative References
	[OMADICT]
	“Dictionary for OMA Specifications”, Version x.y, Open Mobile Alliance™,
OMA-ORG-Dictionary-Vx_y, URL:http://www.openmobilealliance.org/

	
	

	
	


3. Terminology and Conventions

3.1 Conventions

The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].

All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.

3.2 Definitions
	Virtual Machine
	A Virtual Machine is an isolated virtual execution environment on a device.

	Virtualization Enabled Device
	A device with the capabilities to manage the Virtual Machines in the device. This capability can be provisioned to the device at the factory or by firmware updates.

	Virtual Machine Suspending
	The operation of stopping the execution of the Virtual Machine. The current state of the Virtual Machine is saved. Once suspended, the allocated resources such as RAM, CPU used by the Virtual Machine are released

	Virtual Machine Resuming
	The operation of continuing the execution of the suspended Virtual Machine from the saved state. The necessary resources are reallocated for the Virtual Machine

	Virtual Machine Locking
	The operation of making the Virtual Machine inaccessible from any unauthorized access. An authorized VirMO Server may unlock the Virtual Machine using a DM session

	Virtual Machine Unlocking
	The operation of re-enabling the previously locked Virtual Machine


3.3
Abbreviations
	OMA
	Open Mobile Alliance

	
	

	
	


4. Introduction

The Virtualization Management Object defined in this specification enables the management of any Virtual Machine on a device. A typical use case of Virtual Machines on a device is an enterprise Virtual Machine to provide a secure and separate workspace environment for employees. Basic management operations include provisioning, deleting, starting and stopping of a Virtual Machine. In addition, advanced management features supported by this enabler include resource allocation to a Virtual Machine, peripheral access management and locking & unlocking a Virtual Machine.
The Virtualization MO leverages hardware virtualization technologies on mobile devices, which virtualizes hardware resources such as CPU, RAM and storage so as to provide the abstract hardware layer. The hypervisor is one of such virtualization technologies, and can expose the Virtual Machine to the upper layer guest operating system. The guest operating system running on the Virtual Machine does not necessarily know whether it runs on real hardware or on top of the Virtual Machine. A hypervisor can be one of two types; Type I and Type II. The Type I hypervisor runs directly on the device hardware, while the Type II hypervisor runs within an operating system. The Virtualization MO can be used to manage devices running both types of hypervisors.
5. Requirements
(Normative)

<intro text for High Level requirements here, followed by requirements>

5.1 High-Level Functional Requirements

	Label
	Description
	Release

	VirMO-HLF-01
	The enabler SHALL support a mechanism to provision a new Virtual Machine to the device.
	1.0

	VirMO-HLF-02
	The enabler SHALL support a mechanism to delete a Virtual Machine from the device.
	1.0

	VirMO-HLF-03
	The enabler SHALL support a mechanism to start a Virtual Machine.
	1.0

	VirMO-HLF-04
	The enabler SHALL support a mechanism to stop a Virtual Machine.
	1.0

	VirMO-HLF-05
	The enabler SHALL support a mechanism to manage system resources allocated to a Virtual Machine.
	1.0

	VirMO-HLF-06
	The enabler SHALL support a mechanism to manage peripheral access to a Virtual Machine.
	1.0

	VirMO-HLF-07
	The VirMO enabler SHALL provide a mechanism to prohibit and allow data sharing between the virtual machines.
	1.0

	VirMO-HLF-08
	The VirMO enabler SHALL collaborate with the existing MOs to provide the corresponding functionalities for each virtual machine.
	1.0

	VirMO-HLF-09
	The VirMO enabler SHALL support a mechanism to provision firmware to a virtual machine. 
	1.0

	VirMO-HLF-10
	The enabler SHALL support a mechanism to delete a virtual machine from the device.
	1.0

	VirMO-HLF-11
	The VirMO enabler SHALL support a unique ID to identify a Virtual Machine within the device.
	1.0

	VirMO-HLF-12
	The VirMO enabler SHALL support a mechanism to suspend a Virtual Machine.
	1.0

	VirMO-HLF-13
	The VirMO enabler SHALL support a mechanism to resume a Virtual Machine.
	1.0

	VirMO-HLF-14
	The VirMO enabler SHALL support a mechanism to lock a Virtual Machine.
	1.0

	VirMO-HLF-15
	The VirMO enabler SHALL support a mechanism to unlock a Virtual Machine.
	1.0

	VirMO-HLF-16
	The VirMO enabler SHALL support a mechanism for the User to unlock the Virtual Machine if authorized by the Server.
	1.0


6. Architectural Model
6.1 Dependencies

The Virtualization MO architecture diagram indicates dependencies on the OMA DM [DM13] architecture.
6.2 Architectural Diagram
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Figure 1 Virtualization MO Architecture Model

6.3 Functional Components and Interfaces/reference points definition

6.3.1 Components

6.3.1.1 VirMO Client

The VirMO Client is a logical entity, which is responsible for executing Virtual Machine management operations from the VirMO Server. The VirMO Client responds with the results of those operations, and issues Generic Alerts to the VirMO Server. The VirMO Client uses device internal interfaces to manage the Virtual Machines. The VirMO Client leverages the DM Client to communicate with the VirMO Server.
6.3.1.2 VirMO Server

The VirMO Server is a logical entity, which is dedicated to issue Virtual Machine management operations to the VirMO Client, and to consume the Generic Alerts from the VirMO Client. The VirMO Server leverages the functionalities provided by the DM Server to communicate with the VirMO Client.
6.3.1.3 Virtual Machine

The Virtual Machine is the isolated execution environment that can be managed by the VirMO Server. The VirMO Client manipulates the Virtual Machine through the device internal interface according to the instructions given from the VirMO Server. 
6.3.1.4 DM Client

The OMA DM Client is defined in the [DM13] enabler and is the subject of those specifications.
6.3.1.5 DM Server

The OMA DM Server is defined in the [DM13] enabler and is the subject of those specifications.
6.3.2 Interfaces

6.3.2.1 VirMO-1 Interface

The VirMO-1 interface allows the VirMO Server to invoke the Virtual Machine management operations to the VirMO Client, and to receive the status and results from the VirMO Client. This interface uses the underlying DM-1 interface.
6.3.2.2 VirMO-2 Interface

The VirMO-2 interface allows the VirMO Client to send Generic Alerts to the VirMO Server using the underlying DM-1 interface.
6.3.2.3 DM-1 Interface

The DM-1 interface is defined in the [DM13] enabler and is the subject of those specifications. It provides a generic interface over which device management commands, status and Generic Alerts are exchanged between the VirMO Server and the VirMO Client.

6.4 Virtualization MO and the Type I and Type II Hypervisor (Informative)

In this section, illustrative examples describe how Virtualization MO can be adapted into devices with different types of hypervisors (Type I and Type II). The examples are only for the understanding of the overall interactions between the hypervisor and Virtualization MO, and other approaches are not precluded.

6.4.1 Type I Hypervisor

The Type I hypervisor runs directly on the device hardware, and operates multiple Virtual Machines on top of it. One of the Virtual Machines is called as the Management VM that takes the role of managing other Virtual Machines. The Management VM may run a simple OS providing only limited functionalities just enough to fulfil the purposes. The VirMO Client and the DM Client are installed in this Management VM, and the VirMO Client interacts with the hypervisor and Virtual Machines to accomplish the operations from the VirMO Server.
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Figure 2 Virtualization MO with the Type I Hypervisor

6.4.2 Type II Hypervisor

The Type II hypervisor runs within a conventional operating system. The hypervisor also operates the multiple Virtual Machines on top of it just as the Type I hypervisor. The VirMO Client and the DM Client are installed within the conventional OS, and the VirMO Client interacts with the hypervisor and the Virtual Machines to accomplish the operations from the VirMO Server.
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Figure 3 Virtualization MO with the Type II Hypervisor

7. Sections As Needed

<<Sections for the normative technical specification text.  Fill in as needed.  The following validates the styles used for the headers.  DELETE THIS COMMENT >>

7.1 Example Level 2

<text>

7.1.1 Example Level 3

<text>

7.1.1.1 Example Level 4

<text>


[image: image5]
Figure 4: Example Figure

	
	Column 1
	Column 2

	Row 1
	Grid 1,1 data
	Grid 1,2 data

	Row 2
	Grid 2,1 data
	Grid 2,2 data


Table 1: Example Table

8. Release Information

8.1 Supporting File Document Listing 

<< List the documents besides this document that comprise this release.  This is where supporting files for elements such as Schemas, Managed Objects or Data Descriptions would be itemized.  Each such document is to be listed by fully qualified name as known in the permanent document area.  Each document should also include the reference from section 2 to provide linkage with other uses in this document.

For supporting files that need to be made available separate from the permanent document area (e.g. DTD in a publicly reachable directory), provide information on the expected path as well as the external file name.  These should be based on existing recommendations and not picked arbitrarily (see information on supporting files available in the REL support menu).
The following table includes example fields with dummy values to make it clear the type of information to be entered.  The actual table should be filled in for the specific release.

DELETE THIS COMMENT >>

	Doc Ref
	Permanent Document Reference
	Description

	Supporting Files

	[FOO_DTD]
	OMA-SUP-DTD_FOO_Msgs-V1_2-20050222-D
	DTD for the messages and included elements of the FOO protocols.

Working file in DTD directory:
file:
foo_msgs-v1_2.dtd
path:
http://www.openmobilealliance.org/tech/dtd/

	[FOO_AC]
	OMA-SUP-AC_ap0123_FOO-v1_2-20050531-D
	Description of the Application Characteristic for FOO.  This aligns with the Provisioning Spec.

Working file in Application Characteristics directory:
file:
ap0123_foo-v1_2.txt
path:
http://www.openmobilealliance.org/tech/omna/dm-ac


Table 2: Listing of Supporting Documents in FOO Release
8.2 OMNA Considerations
<< This section is to be used to describe any OMNA items included in the release.  This would include, among others:

· Usage of OMA-based Uniform Resource Names (URNs) (including those used as namespace identifiers in Schemas)

· AppiDs for Application Characteristics (AC)

· Managed Object (MO) identifier information for the MO registry

· ISO Object IDs

· PUSH Application Ids

· WAP Wireless Session Protocol (WSP) Content Types

· Presence <service-description> assignments

· Uniform Resource Identifier (URI)-List Registered Usage Names (for XDM)

The format of this section will be left up to the release owners to account for the particular needs they may run into.  It should be clear from the written material, though, as to the set of OMNA items needed.

If a new OMNA registry is needed to support the release – clearly this should have been worked with the REL Committee before submitting a Release Document.  Failure to do so may result in delays as the required tables are worked up and made publicly available.  Another risk is that the table desired is not supported by OMNA (is not a registry type table) and the group will need to re-think how they intend to resolve their needs.

Through the normal development process the OMNA entries or support registries should be accommodated.  This should not be trigger to remove the linkage from this section.  Thus, if an entry is added to OMNA after the initial Candidate version described the need – the material should stay in this section.  It may be useful in subsequent releases to add some text to indicate that the needed items have been accommodated (e.g. add a comment regarding its availability or support as appropriate).

If the release has absolutely no OMNA items to be accommodated – then it should indicate that explicitly with a short description (e.g. this release does not have any OMNA items for handling).  This determination probably can not be made until the end of the development phases and editors are encouraged to keep this advisory in place until the Consistency Review.

DELETE THIS COMMENT >>

8.3 Additional Items

<<If the release has any other elements needed to make it complete they should be noted in this section.  For example, if there are any external registrations (e.g IANA assigned values) or shared/dependent components they should be documented.

The format of the description in this section is left to the editor based on the information needed.  If there are no such elements, the editor may remove this sub-section.

DELETE THIS COMMENT >>

Appendix A. Change History
(Informative)

A.1 Approved Version History
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Appendix B. Use Cases
(Informative)

<text here>

B.1 Provisioning of a Secure Enterprise Domain
Today, it is a common practice for employees to keep confidential corporate data, such as documents, presentations, e-mail, calendar, contacts, and customer data, on their privately owned devices. This amalgamation of personal and enterprise usage is problematic. There is a risk that confidential corporate data fall into the wrong hands if the device is stolen, or the user unintentionally installs a malware-crippled app. In addition, the end user's personal data is at risk of being wiped from the device by the administrator of the enterprise e-mail server.
By provisioning a virtualized domain dedicated to enterprise apps and data, there will be a secure separation between the personal and enterprise domains of the device.
B.1.1  ASK  \* MERGEFORMAT Short Description

An employee brings her personal wireless device to the enterprise. The enterprise administrator needs to give the new employee access to enterprise apps such as corporate e-mail from a secure environment on the employee's personal device. The enterprise administrator provisions an enterprise domain to the virtualization-enabled device where the enterprise apps run and the enterprise data is stored.
B.1.2 Market benefits

This will give enterprises the benefit of letting employees bring their own devices into the organization, without having to expose the confidential enterprise data to apps on the employee’s personal device.

Also, employees will not need to worry about having their personal data deleted by the administrator of the enterprise e-mail server.
B.2 Employee with an Enterprise Domain Leaving

By provisioning a virtualized domain dedicated to enterprise apps and data, there will be a secure separation between the personal and enterprise domains of the device. When an employee leaves her employment, there is a need to remove the enterprise domain from the device.
B.2.1  ASK  \* MERGEFORMAT Short Description

The employee, with a personal device provisioned with an enterprise domain, terminates her employment. The enterprise administrator removes the enterprise apps and data from the device by deleting the enterprise domain from the employee’s device.

B.2.2 Market benefits

This will give enterprises the benefit of efficiently preventing employees leaving the organization from having continued access to enterprise data stored on the device.

Also, employees will be able to keep using the device for personal use with all personal data intact, even after the enterprise domain has been removed.

B.3 Control of Peripheral Access on the Enterprise Domain

By provisioning a virtualized domain dedicated to enterprise apps and data, there will be a secure separation between the personal and enterprise domains of the device. High-security organizations need to block access to peripheral devices from the enterprise domain.
B.3.1  ASK  \* MERGEFORMAT Short Description

The organization, with a strong focus on security, needs to prevent transfer of corporate information and side loading of apps into the enterprise domain. They accomplish this by not allowing USB connected storage to the device, as well as Wi-Fi, Bluetooth or NFC connections for the enterprise domain.

B.3.2 Market benefits

This will give enterprises the benefit of efficiently preventing unauthorized copies of corporate information from the device, as well as maintaining a secure environment on the device.

B.4 Suspending and Resuming the Virtual Machine
B.4.1  ASK  \* MERGEFORMAT Short Description
The DiagnosticKing, a device diagnostic company, is requested to remotely investigate one of customer’s devices. The reported problems were the time displayed on the screen is incorrect all the time. When the DiagnosticKing connects to the device, it finds a Virtual Machine running which largely consumes resources, and disturbs the smooth investigations. The DiagnosticKing suspends the Virtual Machine, and keeps going for the diagnostic procedures. After finding and fixing the problem, the DiagnosicKing resumes the Virtual Machine continuing from the saved states. With this suspend and resume feature, no data and states of the Virtual Machine are lost from the customer’s perspective, and the DiagnosticKing earns the resources for high priority jobs.

B.4.2 Market benefits

The suspend and resume feature of the Virtual Machine gives the operational flexibilities for users, service center staffs and others when the execution of the Virtual Machine needs to be stopped, and later continues from the saved states.
Appendix C. Static Conformance Requirements
(Normative)

The notation used in this appendix is specified in [SCRRULES].

This section can be removed in case this document describes a reference release.

The following is a model of a set of SCR tables.  DELETE THIS COMMENT

C.1 ERDEF for <<ENABLER>> - Client Requirements

This section is normative.
	Item
	Feature / Application
	Requirement

	OMA-ERDEF-<<ENABLER>>-C-001-<<M/O>>
	<<ENABLER>> Client
	

	
	
	


Table 3: ERDEF for <<ENABLER>> Client-side Requirements

C.2 ERDEF for <<ENABLER>> - Server Requirements

This section is normative.

	Item
	Feature / Application
	Requirement

	OMA-ERDEF-<<ENABLER>>-S-001-<<M/O>>
	<<ENABLER>> Server
	

	
	
	


Table 4: ERDEF for <<ENABLER>> Server-side Requirements

C.3 SCR for XYZ Client

	Item
	Function
	Reference
	Requirement

	XYZ-C-001-M
	Something mandatory
	Section x.y
	(XYZ-C-004-O OR XYZ-C-003-M) AND
 XYZ-C-002-O

	XYZ-C-002-O
	Something optional
	Section x.y
	

	XYZ-C-003-M
	Dependencies on ZYX
	Section x.y
	ZYX:MCF

	XYZ-C-004-O
	Dependencies on ZYX
	Section x.y
	ZYX:OCF


C.4 SCR for XYZ Server

	Item
	Function
	Reference
	Requirement

	XYZ-S-001-M
	Something mandatory
	Section x.y
	XYZ-S-004-O OR XYZ-S-002-O OR XYZ-S-003-M

	XYZ-S-002-O
	Something optional
	Section x.y
	

	XYZ-S-003-M
	Dependencies on ZYX
	Section x.y
	ZYX:MSF

	XYZ-S-004-O
	Dependencies on ZYX
	Section x.y
	ZYX:OSF


Appendix D. <Additional Information>

If needed, add annex to provide additional information to support the document.  In general, this information should be informative, as normative material should be contained in the primary body of the document.

Note that the styles for the headers in the appendix (App1, App2, App3) are different than the main body.  The use below is intended to validate the styles to be used.  Remove if not needed.

DELETE THIS COMMENT

D.1 App Headers

<More text>

D.1.1 More Headers

<More text>

D.1.1.1 Even More Headers

<More text>

( 2011 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-CombinedRelease-20110101-I]
( 2011 Open Mobile Alliance Ltd.  All Rights Reserved.
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
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