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Introduction

From a network or IPTV service provider’s perspective managing home networks supporting IPTV services poses a big challenge. Not only because the number of IPTV devices on home networks can be very large, in the order of millions, but also because there will be a variety of IPTV devices which are likely to be procured from various manufacturers. It is certain that various types of IPTV devices, from set-top box to mobile terminals (e.g. IP handsets), will be used by end users to receive IPTV services. Furthermore as IPTV technology advances new services as well as device functions will emerge and will need to be managed efficiently by service providers. A standardized architecture and set of functional requirements of remote management for home network supporting IPTV services are required to address this challenge.

(Full text available only in the electronic version)
Draft new ITU-T Rec. H.iptv-rm
Architecture and functional requirements of remote management for home networks supporting IPTV services
Summary

This document describes the architecture and functional requirements necessary to build management systems for network and service providers to effectively manage home networks supporting IPTV services

1
Scope

This document describes a recommended architecture for remote management of home networks supporting IPTV services. It also identifies requirements for functions needed to support IPTV services and device management.  It further provides procedures and sets criteria to verify compliance of management systems to the identified requirements.
2
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3
Definitions
3.1
Terms defined elsewhere:
This document uses the following terms defined elsewhere:
3.1.1
Delivery network gateway (DNG) [ATIS-0800002]: A device implementing the Delivery Network Gateway Function (DNGF).

NOTE ‑ There are some terms such as HA (Home Access) [ITU-T J.190], Home Gateway, Residential Gateway, Delivery Network Gateway and so on used for the same device.  Relevant terms will be defined.

3.1.2
Delivery network gateway functions (DNGF) [H.iptv-hn]: Set of functions that mediate between the network and service provider domains and the IPTV Terminal Function (ITF).

NOTE ‑ A device implementing the DNGF is commonly referred to as the Residential Gateway (RG) or Delivery Network Gateway (DNG).
3.1.3
Home network (HN) [FG IPTV-DOC-0147]: A communication system designed for the residential environment, in which two or more devices exchange information.

3.1.4
HN (Home Network) capable IPTV TD [H.iptv-hn]:  An IPTV TD which has HN capability.  This is typically a server and/or a client to HN devices.
3.1.5
HN capable TD [H.iptv-hn]:  A TD which has HN capability.  This is typically a server and/or a client to HN devices.
3.1.6
Hybrid terminal device [FG IPTV-DOC-0147]: An IPTV terminal device that can also receive content from different types of transmission systems (e.g. satellite, cable).

3.1.7
IPTV End System (IES) [FG IPTV-DOC-0147]:  A single or set of consumer devices that support IPTV Services (i.e. everything from Gateway to Display).
3.1.8
IPTV TD [FG IPTV-DOC-0147]: A terminal device which has IPTV Terminal Function (ITF) functionality, e.g. a Set-Top Box (STB).
3.1.9
IPTV Terminal Function (ITF) [FG IPTV-DOC-0147]: The functionality that is responsible for processing the content conveyed by the IP transport.

3.1.10
Terminal Device (TD) [FG IPTV-DOC-0147]:  A device which typically presents and/or processes the content, such as a personal computer, a computer peripheral, a network appliance, a mobile device, a TV set, a monitor, a VoIP Terminal or an audio-visual media player.
3.2
Terms defined in this Recommendation
This Recommendation defines the following terms:
4
Abbreviations and acronyms

This document uses the following abbreviations and acronyms.

	ACL
	Access Control List

	ACS
	Auto Configuration Server

	ADSL
	Asymmetric Digital Subscriber Line

	AN
	Access Network

	BC-NW
	Broadcast Network

	DA
	Destination Address

	DHCP
	Dynamic Host Configuration Protocol

	DLNA
	Digital Living Network Alliance

	DMP
	Digital Media Player

	DMS
	Digital Media Server

	DMZ
	Demilitarized Zone

	DNG
	Delivery Network Gateway

	DNGF
	Delivery Network Gateway Function

	DNS
	Domain Name System

	DS
	Downstream

	DSL
	Digital Subscriber Line

	ECG
	Electronic Content Guide

	EPG
	Electronic Program Guide

	GUI
	Graphical User Interface

	HA
	Home Access

	HN
	Home Network

	IES
	IPTV End System

	IGMP
	Internet Group Management Protocol

	IP
	Internet Protocol

	IPCP
	Internet Protocol Control Protocol

	IPI
	Internet Protocol Infrastructure

	IPTV-NW
	IPTV Network

	L2
	Layer 2

	MAC
	Media Access Control

	MDI
	Medium Dependent Interface

	MDI-X
	Medium Dependent Interface Crossover

	MLD

MPEG
	Multicast Listener Discovery

Moving Picture Experts Group

	NAT
	Network Address Translation

	NAPT
	Network Address Port Translation

	NT
	Network Terminal

	NW
	Network

	OAM
	Operation, Administration & Maintenance

	PLT
	Power Line Transmission

	PPP
	Point-to-Point Protocol

	PPPoE
	PPP over Ethernet

	PSTN
	Public Switched Telephone Network

	PVR
	Personal Video Recorder

	QoE
	Quality of Experience

	QoS
	Quality of Service

	RG
	Residential Gateway

	RMS 
	Remote Management System

	RTSP
	Real-Time Streaming Protocol

	SA
	Source Address

	SIP
	Session Initiation Protocol

	SNTP
	Simple Network Time Protocol

	SP
	Service Provider

	SSID
	Service Set Identifier

	STB
	Set-Top Box

	TCP
	Transmission Control Protocol

	TD
	Terminal Device

	UDP
	User Datagram Protocol

	USB
	Universal Serial Bus

	VDSL
	Very high bit-rate Digital Subscriber Line

	VLAN
	Virtual Local Area Network

	VoD
	Video on Demand

	VoIP
	Voice over IP

	WEP
	Wired Equivalent Privacy

	WPA
	Wi-Fi Protected Access

	XML
	Extensible Markup Language


5
Conventions

In this document, the following conventions apply.
The keywords “is required to” indicate a requirement which must be strictly followed and from which no deviation is permitted if conformance to this document is to be claimed.

The keywords “is recommended” indicate a requirement which is recommended but which is not absolutely required.  Thus this requirement need not be present to claim conformance.

The keywords “is not recommended” indicate a requirement which is not recommended but which is not specifically prohibited.  Thus, conformance with this specification can still be claimed even if this requirement is present.

The keywords “can optionally” indicate an optional requirement which is permissible, without implying any sense of being recommended.  This term is not intended to imply that the vendor’s implementation must provide the option and the feature can be optionally enabled by the network operator/service provider.  Rather, it means the vendor may optionally provide the feature and still claim conformance with the specification.
Furthermore [HGI_Rn] means the n-th requirement as identified in [HGI]. For example [HGI_R100] means R100 requirement identified in “Home Gateway Technical Requirements: Release 1.0 (1 July 2006)” [HGI].
6
Service and Device Management in Home Network
<background and introduction to IPTV service and device management>
7
IPTV Service and Device Management Requirements and Architecture

<Requirements and architecture for IPTV service and device management>
8
Functional Requirements for IPTV Service and Device Management
<functional requirements: e.g, configuration, diagnostic, et…>
9
Data Models

<Requirements for management data models>

10
Remote Management Protocols

10.1
Existing remote management protocols

10.1.1
SNMPv2/v3

SNMP is a network management protocol defined by the IETF and is widely used by the telecommunications industry to manage IP networks. SNMPv2 or SNMPv3 can optionally be used to manage home networks supporting IPTV services.

10.1.2
DSL Forum TR069

The TR069 “CPE WAN Management Protocol” from the DSL Forum specifies a remote management protocol that is used in many DSL networks. As an example the device auto-configuration procedure according to TR069 is described below. A remote management solution using TR-69 for IPTV can be found in Annex B of this document.

The Figure 10.1 below is imported from the TR069 document of DSL Forum. It represents the position of CWMP in the auto-configuration architecture. Therein, the Managed CPE (LAN Device) is just the position of IPTV TD. The ACS (Auto Configuration Server) and the Service Configuration Manager in this diagram perform network-side management functions.
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Figure 10.1: Scope of CPE WAN Management Protocol

The flow of auto-configuration provided by CWMP is introduced as follows.

· Step 1, ACS Discovery

The CWMP defines the following mechanisms that may be used by a CPE (e.g. IPTV TD) to discover the address of its associated ACS:

1. The CPE may be configured locally with the URL of the ACS.

2. The CPE may obtain the URL of the ACS through DHCP protocol from a DHCP server. The CPE put the string “dslforum.org” (all lower case) anywhere in the Vendor Class Identifier (DHCP option 60) and get the values received from the DHCP server in the Vendor Specific Information (DHCP option 43).
3. The CPE may have a default ACS URL that it may use if no other URL is provided to it.

· Step 2, Connection Establishment
The CPE may at any time initiate a connection to the ACS.  A CPE establish a connection to the ACS by issuing an Inform RPC method which is defined by [DSLF TR069] under the following conditions:

· The first time the CPE establishes a connection to the access network on initial installation

· On power-up or reset

· Once every Periodic Inform Interval (for example, every 24-hours)

· When so instructed by the optional ScheduleInform method

· Whenever the CPE receives a valid Connection Request from an ACS

· Whenever the URL of the ACS changes

· Whenever a parameter is modified that is required to initiate an Inform on change.

· Whenever the value of a parameter that the ACS has marked for “active notification” via the SetParameterAttributes method is modified by an external cause (a cause other than the ACS itself).

(See TR069 document for detail)

· Step 3, Configuration File Transmission


TR069 defines a number of events which could be included in Inform message. If the ACS received an Inform message including a BOOTSTRAP event, the ACS calls a CPE Download RPC method (sending a Download message to CPE) to tell the CPE the configuration file name and it’s location (URL) and some other indications. The CPE can get the configuration file with these arguments.
10.1.3
OMA-DM 

10.2
Requirements of remote management protocols
11
Firmware Update for Home Network Devices
<Requirements for firmware update>
12
Diagnostics

<Requirements for device, network and service diagnostics>
13
Supporting New Services and Devices

<requirements for supporting new services and new devices>
14
Security Requirements
<requirements for security for IPTV service and device management>
Annex A

DSL Forum’s TR-069 based Remote Management
(This annex forms an integral part of this Recommendation)
A.1
Management Architecture

The main remote management functionalities are divided into a list of general management requirements. These requirements helped to determine the best mechanisms to implement them. One solution is using the approach based on the work of DSL Forum remote management procedures that are described in [DSLF TR-069]. Various amendments, additions and the selection of some options from the DSL Forum specification are detailed in this document.

The DSL Forum Technical Reports that are referenced in this document regarding management features are the following:

The Remote Management System (RMS) or Auto Configuration Server (ACS) has a TR-069 interface and data model to control and configure the DNG and TR-069 enabled devices located in the home network (HN) remotely.

The DSL Forum has defined several device management protocol standards.

· TR-069: defines the CPE Remote Management Protocol (CWMP); also defines v1.0 of the Internet Gateway Device data model but HGI Release 1 specifications [HGI] are based on v1.1 of this data model, which is defined in [DSLF TR-098].

· TR-111 part 1: allows an ACS managing a device to identify the associated HG through which that device is connected.

· TR-111 part 2: allows an ACS to initiate a TR-069 session with an End Device (ED) that is operating behind a NAT gateway.

The following data model standards are also defined by the DSL Forum:

· TR-106: defines baseline data model requirements for all TR-069 HGs and EDs.

· TR-098: defines v1.1 of the Internet Gateway Device HG data model.

· TR-104: defines v1.0 of the VoIP ED data model.

The DNG is under the control of a single RMS. When an end-device is being managed this is done using the mechanism described in [DSLF TR111] part 2 which means that DNG is transparent to this process.

The high level management architecture and the entities involved are shown in Figure A.1.
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Figure A.1: Management entities interactions
The term Remote Management System (RMS) as used in this document is equivalent to the DSL Forum definition of the Auto Configuration Server (ACS). In the future, HGI RMS might include additional management functionalities. The definition of an Auto Configuration Server (ACS) is a system that has a CPE WAN Management Protocol (CWMP) interface to control and remotely configure the DNG and TR-069 enabled devices located in the home network (HN). When an end-device is being managed by the RMS this is done using the mechanism described in [DSLF TR-111] part 2 which means that the DNG is transparent to this process.

The RMS has a northbound interface to the OSS/BSS systems although this is not the main focus of this document. With this interface, the OSS/BSS systems of the operator will be able to establish the policies that the RMS will implement (by applying the required configurations to the DNG). Behind the OSS/BSS systems, some service providers may supply configuration requests that may impact DNG (depending on the model of DNG and on the deployed services). These interactions are depicted for completeness of the model and for explanatory purposes but will be defined by each operator and therefore are outside the scope of this document.

DNG and the end devices will also be able to interact autonomously to some degree, performing operations such as device discovery.

Finally, the user may be allowed to have an interface to tune the configuration of DNG to a small degree. Such an interface may have one part based in DNG itself and the other one located in the Operator’s portal OSS/BSS.

The management architecture of the DNG is shown in Figure A.2 from a functional perspective. The main components and external interfaces are illustrated. The figure also includes the Remote Management System (RMS) and the managed and unmanaged end devices (ED) in the home network. This is done as both the ACS (a TR-069 capable RMS) and the EDs are part of the end-to-end management behaviour.

DNG management architecture can be broken down into these main functions:

· Device Management

· QoS Management

· Security Management

· Configuration Management

· Firmware Upgrade Management

· Performance Monitoring

· Diagnostics and Troubleshooting (alarms/notifications and log management)

Two other components are identified:

· CWMP Client

· Local Management Application

For both remote and local DNG management there is a common Management Abstraction Layer and a Data Model Management module to allow uniform database access.

ED are either managed devices i.e. devices with a CWMP client communicating directly (bridged) or indirectly (routed) with the ACS, or unmanaged devices.

The main DNG management interfaces are:

· IDNG-LM  for local management, is an HTML interface

· IDNG-ACS for remote management, is a CWMP interface

The ED interfaces are:

· IED-ACS for remote management of bridged ED, is a CWMP interface

· IED- DNG is a communication ED/DNG interface; it can be a DHCP or UPnP interface

 
[image: image3]
Figure A.2:  Management Architecture
NOTE ‑  The above text is imported from clause 5.4 of [HGI].

A.1.1
Device Management

End-device management mechanisms can be divided into two main categories:

· Device Discovery. This task is performed by the DNG and will discover end devices (ED) in the home network through DHCP, UPnP and TR-069. This data will be accessible to the RMS.

· Device configuration. The supported mode of operation is the direct configuration of the ED by the RMS. Therefore, the DNG supports the pass-through mode (connection request via NAT gateway) [DSLF TR-111]) and the managed ED need to support the TR-069 protocol.

The DNG should also enable some remote management of simple end devices that do not support TR-069, but rather UPnP or even only DHCP. Release 1 only deals with the discovery of such non-TR-069 managed devices. The service provider can use this information to optimize the remote management of the (TR-069) managed devices and to optimize customer service. It is assumed that the RMS only communicates with the HN using TR-069, and therefore three remote management models can be distinguished. The models are depicted in Figure A.3, Figure A.4 and Figure A.5. They are:

· the remote management model for TR-069-enabled end devices with the DNG operating in bridged mode

· the remote management model for TR-069-enabled end devices with the DNG operating in routed mode

· the remote management model for UPnP- and DHCP-enabled end devices with the DNG operating in proxy (routed) mode

This document supports all three models.

[image: image4]
Figure A.3:  Remote management model for TR-069-enabled end devices with the Home Gateway operating in bridged mode

[image: image5]
Figure A-4 Remote management model for TR-069-enabled end devices with the Home Gateway operating in routed mode

[image: image6]
Figure A.5: Remote management model for UPnP and DHCP-enabled end devices with the Home Gateway operating in proxy mode.
A distinction is made between managed and unmanaged end devices.

· A managed device is a device that has a remote management client that communicates directly or indirectly (via the DNG) with a remote management server.

· An unmanaged device is a device that does not have a remote management client, or that does not communicate directly or indirectly (via the DNG) with a remote management server.

In the requirements clause the terms “manageable device” and “unmanageable device” are also used. Their definitions are slightly different from the ones above:

· A manageable device has a remote management client, and may or may not communicate with the (service provider’s) remote management server.

· An unmanageable device is any device without a remote management client. Typically, these are user-configured or pre-configured IP devices, including proxies to non-IP devices.

This is summarized in Table A.1 below.
Table A.1: Schematic representation of the definitions of 
(un)managed and (un)manageable devices

	End device
	Has an RM client
	Communicates with an RMS

	Managed
	X
	X

	Unmanaged
	?
	-

	Manageable
	X
	?

	Unmanageable
	-
	-

	Legend: ‘X’ means applicable; ‘-’ means not applicable and ‘?’ means may or may not apply.


This document requires the DNG to discover and identify uniquely the managed devices, and it should discover and identify uniquely the manageable but unmanaged devices connected to the home network. From Table A.1 it follows that all end devices with a remote management client should be discovered (or “must” be in the case where they are managed).  It is useful to distinguish these devices by way of the remote management client(s) they support. Six types can then be distinguished. These are given in Table A.2 and are referred to in the requirements clause. The columns represent the various device types, and the rows show which remote management client stack is supported by the each device types.

Table A.2: Types of managed and (manageable) unmanaged devices

	Client\Type
	Z
	D
	U
	CD
	CU
	C

	CWMP
	
	
	
	X
	X
	X

	UPnP
	
	
	X
	
	X
	

	DHCP
	
	X
	X
	X
	X
	


Table A.2 can be read as follows:

· Type D is managed by DHCP only.

· Type U is a common UPnP device (which includes DHCP by default).

· Type CD is a typical device remotely managed by TR-069, including a DHCP client stack.

· Type CU is a UPnP device that can be remotely managed using TR-069.

· Type C is a device remotely managed by TR-069, but without DHCP client stack.

· User-configured or pre-configured unmanaged IP devices, including proxies to non-IP devices, are classified as Type Z.

Devices of types C, CD and CU can be TR-111 (part 1 and/or part 2) compliant or not.

For release 1, it is considered that managed end devices to be either type C, CD or CU. That qualifies types D and U as manageable but unmanaged devices, and type Z as unmanageable. For release 2, managed devices of types D and U will also be considered.

The DNG discovers the ID from connected end devices by retrieving and combining information from its ARP cache, DHCP repository, and UPnP Control Point cache. The ARP cache, DHCP repository and UPnP CP cache get their information from the various devices connected to the DNG. To avoid conflicts (arising because a device can be discovered by the ARP cache as well as the DHCP repository or the UPnP CP cache), a priority scheme is needed. HGI gives priority to the information retrieved from the DHCP repository.

A UPnP device (type U or CU) can be an embedded device in a root device, as described by the UPnP Device Architecture. It is therefore a logical entity, rather then a physical device, a root device is usually the physical entity. Not only root devices, but also embedded devices need to be discovered to obtain a good overview of the home network. Every UPnP device (root or embedded) can be distinguished on UUID. This is therefore used by HGI as the primary ID indicator.

The discovered ID information is used by DNG to fill a Managed Devices Data Base that can be read by the remote management server. In Figure A.6 the Managed Devices DB is given as a logically separate unit. However, it should be included in DNG data model as defined by the DSL Forum, in order to be readable by the ACS with CWMP.


[image: image7]
Figure A-6:  Device management and discovery
NOTE ‑  The above text is imported from clause 5.4.1 of [HGI].

A.2
Management requirement

As one solution this clause is compliant with [DSLF TR-069], [DSLF TR-098], [DSLF TR-104], [DSLF TR-106] and [DSLF TR-111] except where this is explicitly mentioned.  If there are still any ambiguities or conflicts in the text, it must be assumed that compliance with the above mentioned TR documents supersedes any other requirements.
NOTE ‑  The above text is imported from clause 6.5 of [HGI].

A.2.1
Northbound Interfaces

· DNG/ACS communication interface is recommended to comply with all the mandatory requirements of the CWMP protocol v1 as defined in [DSLF TR-069]. [HGI_R214]

NOTE ‑  The above text is imported from clause 6.5.1 of [HGI].

A.2.2
RMS Requirements

· The RMS is recommended to be able to manage the DNG using the CWMP protocol as described in [DSLF TR-069] (the ACS referenced there is a TR-069 capable RMS in this specification), including device configuration, software updates, and device diagnostics. [HGI_R216]

· The RMS is recommended to be able to support TR-098, TR-104, and TR-106 data models and their extensions as defined by HGI. [HGI_R217]

· The RMS is recommended to support extensibility for vendor-specific data model extensions. [HGI_R218]

· The RMS is recommended to be able to manage end user devices behind the DNG using CWMP. [HGI_R219]

NOTE ‑  The above text is imported from clause 6.5.2 of [HGI].

A.2.3
General DNG configuration and management

· DNG can optionally support and implement a local management graphical user interface. [HGI_R225]

The DNG is recommended to automatically establish a CWMP management session with the ACS in the following cases, as defined in [DSLF TR-069]:

· Each time the IP address of DNG changes

· On power-up or reset

· After a time-out following management session period expiration

· After configuration changes in the DNG and the related notifications are activated and the related Active Notification attributes are set

· After a connection Request from the RMS (or ACS).

[HGI_R226]

· The data exchanged between the DNG and the management functions is recommended to be encrypted, except for the firmware images for in-band management (Note 1). It is recommended to be encrypted for out-of-band management (Note 2). The level of encryption of the exchanged data is the one defined in [DSLF TR-069] (SSL or TLS level).  [HGI_R227]

Note 1:  In-band management: The management session is established in the same communication channel as the data (same VC, VLAN…)
Note 2: Out-of-band management: The management session is established in a separate communication channel from the rest of data (dedicated VC, VLAN…)
· All authentication and configuration traffic from local clients to the DNG and vice-versa can optionally be encrypted. [HGI_R228]

· The firmware image file recommended to be signed to ensure its correctness and integrity during the transmission. [HGI_R229]

· Service provider or customer specific data, such as password or personal information, is required not to be located in any software file image or software module file image. Therefore software that is transferred between RMS and the DNG can optionally be encrypted. [HGI_R230]

· In order to be able to start communication with the ACS, the DNG is required to be able to discover its address by one of the following mechanisms:

· The ACS URL is preconfigured

· The ACS URL is locally inserted in a secure way through the LM Remote UI. [HGI_R231]

· The DNG is required to allow the ACS to modify the ACS URL remotely. [HGI_R232]

· The DNG is required to identify itself to the ACS with its serial number and OUI, as defined in TR-069. If the serial number is not unique across the product line, the product class is also required to be provided. [HGI_R233]

· The DNG is required to support auto-provisioning of basic L2 and L3 connectivity for the management communication channel:

· When using DHCP, authentication is required to be based on the hardware address of the DNG WAN interface or the line identification.

· When using PPP, authentication is required to be based on a generic username/password burnt in the firmware of the DNG or provided locally in a secure way.

· When using ATM networks, the DNG is required to be preconfigured with ATM VC configuration. Nevertheless it is recommended to support ILMI to configure automatically ATM connectivity. [HGI_R234]

NOTE ‑  The above text is imported from clause 6.5.3 of [HGI].

A.2.4
End-device management

A.2.4.1
Device Identification

· If IPTV TD is a managed device, the DNG is required to discover and identify uniquely it. [HGI_R254]

· If IPTV TD is an unmanaged device, the DNG is recommended to discover and identify uniquely it.[HGI_R255]

· A database of devices (device repository) can optionally be held in the DNG. This database contains the results of the device discovery and capabilities detection mechanisms. [HGI_R257]

· For every ED (managed and unmanaged), the DNG is recommended to determine the IP address and hardware address from its ARP cache, if not obtained via DHCP.[HGI_R263]

· The discovery mechanism is required to apply to any new managed IPTV TD that is connected to the HN. [HGI_R271]

· The discovery mechanism is required to apply to unmanaged IPTV TD.[HGI_R272]

· DNG is required to discover the managed IPTV TD placed behind an access point or a bridge in the same way as those directly connected to DNG. [HGI_R273]

· DNG is required to determine if the newly discovered IPTV TD supports DHCP, and/or UPnP, and/or CWMP. [HGI_R274]

· IPTV-TD that follow the TR-069 specs can be discovered as such, if they also use TR-111. Therefore, DNG is required to follow the TR-111 specifications. [HGI_R275]

· DNG is required to discover if IPTV TD or HN-TD is still present in the home network or not. [HGI_R276]

NOTE ‑  The above text is imported from clause 6.5.6.1 of [HGI].

A.2.5
Security management

The RMS has to support the remote management of the main security functionalities of DNG: the stateful firewall and the ALG.

NOTE ‑  The above text is imported from clause 6.5.9 of [HGI].

A.2.5.1
Firewall management

The RMS has to manage remotely the internal firewall of DNG. To implement this operation, the RMS downloads to DNG an xml file to configure the firewall. This file integrates the basic firewall configuration that includes the HIGH and LOW configurations (see the clause on Security for more details)

DSL Forum TR-069 provides mechanisms for configuration file downloads. However, some additional mechanisms and specifications are needed to fully support IPTV requirements.
· DNG supports a stateful firewall, which is required to be remotely manageable by the RMS using a firewall rules configuration file. [HGI_R330]

· NAT/PAT mechanisms, like port mapping capability to enable remote access to home based devices or servers (HTTP, FTP, SFTP, SSH, TELNET), are required to be remotely manageable as defined in the WANPPPConnection or WANPPPConnection objects of DSL Forum TR-098 define in the Baseline:1 profile. The RMS via the management abstraction layer has the capability to enable/disable the port mapping of the usual protocols. [HGI_R331]

NOTE ‑  Further study is needed for NAT mechanism.

· The integrated firewall module of DNG is recommended to be manageable and is recommended to support the remote download by RMS request through the download RPC defined in the DSL Forum TR-069. [HGI_R332]

· The version of the firewall is recommended to be also accessible by the RMS to help to determine if an update is necessary. [HGI_R334]

NOTE ‑  The above text is imported from clause 6.5.9.1 of [HGI].

A.2.5.2

Application Layer Gateway Management

· The ALG list (see ALG clause 10.5.1) stored in DNG is required to be remotely accessible by the RMS. [HGI_R337]

· DNG is required to allow the RMS to enable or disable the ALG. These changes can be made either by the RMS or by the user through the local management interface (some restrictions may apply to the latter case). [HGI_R338]

NOTE ‑  The above text is imported from clause 6.5.9.2 of [HGI].

A.2.6
End-device recommendations

· IPTV TD, if it operates in IPv4 environment, is recommended to support the use of DHCP to configure IP connectivity during the start-up phase. [HGI_R340]

· Managed IPTV TD is required to provide IP and hardware address information by broadcasting a gratuitous ARP whenever their IP stack is initialized. [HGI_R341]

· Managed IPTV TD of type D is also required to include “DeviceType” in the Encapsulated Vendor-Specific Option-Data fields of DHCP option 125. The contents and format of this value are identical to the device type suffices as defined by the UPnP forum  (i.e.: “urn:uuid”). [R344]

· Managed IPTV TD of types U and CU MUST include “UUID” (Universally Unique IDentifier) in the Encapsulated Vendor-Specific Option-Data fields of DHCP option 125. The contents and format of this value are given by [IETF RFC 4122]  [HGI_R345]

· Managed IPTV TD that is directly configurable by the ACS (interface IACS_ED) is required to follow the TR-069 and TR-106 specifications. [HGI_R346]

· Managed IPTV TD directly configurable by the ACS is also recommended to also follow the TR-111 part 1 and part 2 specifications. [HGI_R347]

NOTE ‑  The above text is imported from clause 6.5.10 of [HGI].

Annex B

OMA-DM based Remote Management
Annex C

SNMP based Remote Management
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