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1. Scope

This document gives an overview of OMA SyncML Data Synchronization history and enabler’s features. The main purpose is to highlight the changes made to the enabler from release 1.1.2 to 1.2.

This document is not intended to add requirements to OMA DS and Common specifications. This document is only informative, and is intended to help beginners to apprehend OMA DS and choose the release enabler they need to implement, by pointing out the main features of the different releases. This document might also help developpers to migrate from release 1.1.2 to 1.2.

2. References

2.1 Normative References

	[DSPRO_V1_1_2] 
	“SyncML Synchronization Protocol”, Open Mobile Alliance(, 

OMA-SyncML-DataSyncProtocol-V1_1_2, http://www.openmobilealliance.org/release_program/ds_v112.html

	[DSPRO_V1_2]
	“SyncML Synchronization Protocol”, Open Mobile Alliance(, OMA-SyncML-DataSyncProtocol-V1_1_2, http://www.openmobilealliance.org/release_program/ds_v12.html

	 [DSREPU_V1_1_2]
	“SyncML Representation Protocol, Data Synchronization Usage”, Open Mobile Alliance(, OMA-SyncML-DataSyncRep-V1_1_2, http://www.openmobilealliance.org/release_program/ds_v112.html

	 [DSREPU_V1_2]
	“SyncML Representation Protocol, Data Synchronization Usage”, Open Mobile Alliance(, OMA-SyncML-DataSyncRep-V1_2, http://www.openmobilealliance.org/release_program/ds_v12.html

	[REPPRO_V1_1_2]
	“SyncML Representation Protocol”, Open Mobile Alliance(, OMA-SyncML-RepPro-V1_1_2,

http://www.openmobilealliance.org/release_program/SyncML_v112.html

	[REPPRO_V1_2]
	“SyncML Representation Protocol”, Open Mobile Alliance(, OMA-SyncML-RepPro-V1_2,

http://www.openmobilealliance.org/release_program/SyncML_v12.html

	[METAINF_V1_1_2]
	“SyncML Meta Information”, Open Mobile Alliance(, OMA-SyncML-MetaInfo-V1_1_2,

http://www.openmobilealliance.org/release_program/SyncML_v112.html

	[METAINF_V1_2]
	“SyncML Meta Information”, Open Mobile Alliance(, OMA-SyncML-MetaInfo-V1_2,

http://www.openmobilealliance.org/release_program/SyncML_v12.html

	[DEVINFO_V1_1_2]
	“SyncML Device Information”, Open Mobile Alliance(, OMA-SyncML-DevInfo-V1_1_2,

http://www.openmobilealliance.org/release_program/ds_v112.html

	[DEVINFO_V1_2]
	“SyncML Device Information”, Open Mobile Alliance(, OMA-SyncML-DevInfo-V1_2,

http://www.openmobilealliance.org/release_program/ds_v12.html

	[SAN]
	“SyncML Server Alerted Notification”, Open Mobile Alliance(, OMA-SyncML-SAN-V1_2, http://www.openmobilealliance.org/release_program/ds_v12.html

	[EMAILOBJ]
	“Email Data Object Specification”, Open Mobile Alliance(, OMA-SyncML-DataObjEmail-V1_2, http://www.openmobilealliance.org/release_program/ds_v12.html

	[FILEOBJ]
	“File Data Object Specification”, Open Mobile Alliance(, OMA-SyncML-DataObjFile-V1_2, http://www.openmobilealliance.org/release_program/ds_v12.html

	[FOLDEROBJ]
	“Folder Data Object Specification”, Open Mobile Alliance(, OMA-SyncML-DataObjFolder-V1_2, http://www.openmobilealliance.org/release_program/ds_v12.html


2.2 Normative References

None.

3. Terminology and Conventions

3.1 Conventions

This is an informative document, which is not intended to provide testable requirements to implementations.

3.2 Definitions

	Enabler Release
	A collection of specifications that combined together form an enabler for a service area, e.g. a download enabler, a browsing enabler, a messaging enabler, a location enabler, etc. The specifications that are forming an enabler should combined fulfill a number of related market requirements.

	Data synchronization
	The act of establishing an equivalence between two data collections, where each data element in one item maps to a data item in the other, and their data is equivalent (but not necessarily equal).

	Data
	A unit of information exchange, encoded for transmission over a network.

	Data element
	A piece of data and an associated identifier for the data, (e.g., {i, data}).

	Data collection
	A data element which acts as a container of other data elements, (e.g., {c {{i1, data1}, ... {in, datan}}}). In SyncML, data collections are synchronized with each other. See data element.

	Client
	A SyncML Client refers to the protocol role when the application issues SyncML "request" messages. For example in data synchronization, the Sync SyncML Command in a SyncML Message.

	Server
	A SyncML Server refers to the protocol role when an application issues SyncML "response" messages. For example in the case of data synchronization, a Results Command in a SyncML Message.

	Data type
	The schema used to represent a data object (e.g., text/calendar MIME content type for an iCalendar representation of calendar information or text/directory MIME content type for a vCard representation of contact information).

	Message
	A SyncML Message is the primary contents of a SyncML Package. It contains the SyncML Commands, as well as the related data and meta-information. The SyncML Message is an XML document.

	Synchronization  Anchor
	A string representing a synchronization event. The format of the string will typically be either a sequence number or an ISO 8601-formatted extended representation, basoc format date/time stamp.

	Data synchronization protocol
	The well-defined specification of the "handshaking" or workflow REQUIRED to accomplish synchronization of data elements on an originator and recipient data collection. The SyncML specification forms the basis for specifying an open data synchronization protocol.

	Representation protocol
	A well-defined format for exchanging a particular form of information. SyncML is a representation protocol for conveying data synchronization and device management operations.


3.3 Abbreviations

	OMA
	Open Mobile Alliance

	DS
	Data Synchronization

	DM
	Device Management

	HTTP
	HyperTest Transfer Protocol

	OBEX
	OBject Exchange protocol

	WSP
	Wireless Session Protocol


4. Introduction

The SyncML Initiative, Ltd. was a not-for-profit corporation formed in February 2000 by a group of companies who co-operated to produce an open specification for data synchronization and device management, that can be used industry-wide. Prior to SyncML, data synchronization and device management had been based on a set of different, proprietary protocols, each functioning only with a very limited number of devices, systems and data types. These non-interoperable technologies have complicated the tasks of users, manufacturers, service providers, and developers. Further, a proliferation of different, proprietary data synchronization and device management protocols has placed barriers to the extended use of mobile devices, has restricted data access and delivery and limited the mobility of the users.

At the beginning, The SyncML Initiative was sponsored by mobile technology industry leaders, such as Ericsson, IBM, Lotus, Matsushita, Motorola, Nokia, Palm Inc., Psion, Starfish Software. In few months, a record number of technology companies joined SyncML as industry supporters, to pioneer the development, introduction and adoption of universal data synchronization. New members that had joined the initiative included industry leaders such as Cisco Systems, Samsung, Bell Labs Lucent Technologies, America Online, Intel, Siemens, Sun Microsystems, Yahoo! and other companies all around the world. The rapid growth of members was evidence to the significance of the future of data synchronization. 

The first SyncML 1.0 specification was published in December 2000 and the first products passed the SyncML conformance and interoperability testing processes in April 2001.

The SyncML Initiative merged with the Open Mobile Alliance in November 2002.  The SyncML legacy specifications were converted to the OMA format with the 1.1.2 versions of OMA SyncML Common, OMA Data Synchronization and OMA Device Management  in May 2002.  The relationship between these documents which had been created during the SyncML Initiative  has been preserved and are detailed in section 5.4.

Open Mobile Alliance (OMA) was formed in June 2002 by nearly 200 companies including the world’s leading mobile operators, device and network suppliers, information technology companies and content and service providers. The fact that the whole value chain is represented in OMA marks a change in the way specifications for mobile services are done. Rather than keeping the traditional approach of organizing activities around "technology silos", with different standards and specifications bodies representing different mobile technologies, working independently, OMA is aiming to consolidate into one organization all specification activities in the service enabler space.

5. OMA SyncML Data Synchronization Presentation

5.1 Data Synchronization rationale
With the emergence of mobile computing and communications devices, users have access to their personal or professionnal informations and applications, from multiple places (home, work, travel, …) and devices (mobile phones, PDA, computers, network, …). But, on one hand, the information they want may not always be on the device they carry, and on the other hand, they can’t be permanently connected to network to access their data.

 What they need is, for instance, to retrieve data from the network and store it on their mobile device, where they can access and manipulate it locally. Periodically, users reconnect with the network to send any local changes back to the networked data repository. Users also have the opportunity to learn about updates made to the networked data while the device was disconnected. Occasionally, they need to resolve conflicts among the updates made to the networked data. This reconciliation operation - where updates are exchanged and conflicts are resolved -is known as data synchronization. Data synchronization, then, is the process of making two sets of data look identical.

Moreover, users need to exchange many types of data, including e-mail, calendar, contact informations, enterprise data stored in databases, documents, etc.
The ability to synchronize any updates with different types of data stored on different types of devices, is key to the utility and popularity of this new disconnected way of computing. As shown in figure Figure 1, many different types of devices must be able to synchronize their data. 

Figure 1(missing!)
Before the introduction of SyncML Data Synchronization Protocol, there was a proliferation of different, proprietary data synchronization protocols for mobile devices. Each of these protocols has been only available for selected transports, implemented on a selected subset of devices, and able to access a small set of net-worked data. The absence of a single synchronization standard complicated the tasks of end users, device manufacturers, application developers, and service providers. 

5.2 OMA SyncML Data Synchronization

SyncML initiative's objective is to ensure interoperability in data synchronisation on the network and avoid a set of different proprietary protocols, each functioning only with a very limited number of devices, systems and data types. A standard data synchronisation protocol will make easier the tasks of users, manufacturers, service providers, and developers.

To accomplish this goal, the protocol needs the following characteristics:

· Operate effectively over wireless and wireline networks 

· Support a variety of transport protocols 

· Support arbitrary networked data 

· Enable data access from a variety of applications 

· Address the resource limitations of the mobile device 

· Build upon existing Internet and Web technologies 

· The protocol's minimal function needs to deliver the most commonly required synchronization capability across the entire range of devices. 

OMA SyncML DS is both data type and data store independent. OMA SyncML DS can carry any data type which can be represented as a MIME object. To promote interoperability between different implementations of this protocol, the specification includes the representation formats used for common PIM data, like contacts, across network applications and mobile devices.

OMA SyncML DS is supporting a variety of transport protocol (HTTP, WSP, OBEX, …).

The capabilities of the mobile devices and computers over the network may be very different. It is not unusual, due to the limitations of the mobile device, for its applications to contain less data fields per item than similar applications on computers. OMA SyncML DS will address resource limitations of the devices and make the data as identical as possible on it, by taking advantages of device information capacity knowledge. Moreover, data exchanged using the protocol may be encoded in a binary format (such as WBXML) to reduce memory requirements.

OMA SyncML DS is an XML-based protocol specification that contains the following main specifications :
· Data Synchronization representation and usage

· Content-specific aspects of synchronization for different data types (File, Folders, Email)
· Transport bindings for the protocols (HTTP, WSP, OBEX, …)

As detailed in the next section, some of the specifications take part from OMA Common Specification (which are common to Data Synchronization and Device Management).

OMA SyncML DS uses XML documents to exchange information about the changes, as well as for the changed data itself. These documents are transferred in a sequence defined by the synchronisation protocol. 

5.3 Synchronization protocol description

SyncML Data Synchronization is a specification for a common data synchronization framework and XML-based format, or representation protocol, for synchronizing data on networked devices. SyncML Data Synchronization is designed for use between mobile devices that are intermittently connected to the network and network services that are continuously available on the network, but can also be used for peer-to-peer data synchronization.  

The data representation specifies an XML DTD that allows the representation of all the information required to perform synchronization, including data, metadata and commands. The synchronization protocol is based on a client/server architecture and specifies how SyncML messages conforming to the DTD are exchanged in order to allow a SyncML client and server to exchange additions, deletes, updates and other status information. These documents are transferred in a sequence defined by the synchronisation protocol. 

Each client and server is connected to a database, which contains analoguous data that need to be synchronized. Either the client or the server may initiate a synchronization session, and both one and two-way synchronization are supported. A two-way synchronization session can be schematized in a sequence of different message packages :


5.4 OMA SyncML DS deliverables 

5.4.1 Documentation

The relationship between the documents which had been created during the SyncML Initiative  has been preserved and is depicted in the following:
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The OMA Data Synchronization specifications are based on the SyncML Initiative’s Data Synchronization specifications and make use of the OMA SyncML Common  specifications.

The OMA SyncML Common Specifications Enabler Release includes the following documents:

· SyncML Representation:  The XML-based representation protocol which specifies the common XML syntax and semantics used by all SyncML protocols.  This defines the superset of the DS and DM representation protocols.  (* includes DTD).

· The transport bindings:  HTTP,  OBEX, WSP.  These specify the features REQUIRED for each transport to send and receive DS and DM protocol messages.

· The Meta Information associated with a SyncML command or data item or collection used by  either DS or DM  (* includes DTD)

· SyncML Server Alerted Notification:  The logical structure and format of the notification messages used by all SyncML server alerted notifications, for both DS and DM.

The OMA Data Synchronization Specifications Enabler Release includes the following documents:

· SyncML Representation DataSync Usage:  The subset of the Common Specifications SyncML Representation Specification necessary to define the Data Synchronization commands and protocol, with examples and commentary specific to DS.

· DataSyncProtocol:  Specifies how SyncML Common messages conforming to the DTD are exchanged in order to allow an OMA DS  client and server to  exchange additions, deletions, updates and other status information. 

· Device Information: Used  to exchange device specific information, including hardware, firmware, software levels, available memory, and  local databases supported. (* Includes DTD)

· Data Objects:  Email, File, Folder:    Each object is identified by a unique MIME media type (eg. application/vnd.omads-email).  The  objects are either  represented by or encapsulated  in a mark-up language defined by xml. Meta or state  data is included in the representation (eg. Read/Unread, Creation Date, Last Modified Date).
5.4.2 SCTS Tool

The SyncML Conformance Test Suite (SCTS) is a tool provided by OMA IOP to demonstrate the working of SyncML client and server, and help programmers to test the interoperability to their own SyncML clients or servers. 

The SCTS is delivered to OMA members when they subscribe to a test fest (see next section).

The SCTS can be set up to run as SyncML server or SyncML client, and used to be tested against another SyncML client (resp. server). The SCTS enables user to configure vCard and vCalendar datastores. All the messages exchanged are logged.

The SCTS provides also a test engine, that enables the programmer to run predefined test cases to check the conformance and interoperability of his own SyncML implementation. 

5.4.3 Tests fest

Periodically, OMA organizes testing events called “Test fests”. The test fests are designed to ensure that technology implementations from various vendors interoperate seamlessly. 

OMA members can subscribe to test events on the OMA web site.

When subscribing to a test fest, the OMA member is provided with :

· SCTS tool : a SyncML implementation must pass with success all the SCTS test cases before going to a test fest.

· SICS proforma : the member must fill the proforma, describing the SyncML Implementation Conformance Ctate of its candidate SyncML product.

The successful completion of the testing events indicates the strong commitment of OMA Members SyncML implementation to interoperability. However, OMA does not deliver any certification.

6. OMA Data Synchronization Changes 

6.1 Changes Overview

The next sections outline the main changes made to the protocol until the current release.

6.1.1 SyncML v1.0.1

The SyncML protocol v1.0.1 main features are :

· Different Sync Types

	Two-way Sync
	A normal sync type in which the client and the server exchange information about modified data in their devices. The client send the modification first.

	Slow sync
	A form of two-way sync in which the client and the server exchange all the data from their database. This type of sync is used for the first sync, or after a synchronization failure. 

	One way sync from client  only
	A sync type in which the client sends its modifications to the server, but the server does not send its modifications back to the client.

	Refresh sync from client only
	A sync type in which the client sends all its data  from a database to the server  (i.e., exports). The server is expected to replace all data in the target database with the data sent by the client.

	One way sync from server only
	A sync type in which the client gets all modifications from the server but the client does not send its modification to the server.

	Refresh sync from server only
	A sync type in which the server sends all its data  from a database to the client  (i.e., exports). The client is expected to replace all data in the target database with the data sent by the server.

	Server Alerted Sync
	A sync type in which the server alerts the client to perform sync. That is, the server informs the client to start a specific type of sync with the server.


· Usage of anchors
The protocol use sync anchors (see Definitions) to enable sanity checks of synchronization. Each device manages two anchors : the Last anchor, which describes the last synchronization even (e.g. time), and the Next anchor which describe the current event of sync. The client and server must send their own anchors to each other. Each device must also store the Next anchor of the other until the next sync event. By comparing the matching values of Last anchors sent and Next anchors stored, one device is able to conclude that no failures have happened to the other since last sync. 
· Mapping of ids
The protocol is based on the principle that the client and the server can have their own ID’s for data items in their database. Because the ID’s can be different, the server must maintain a ID mapping table for items, in order to know which client ID (LUID) and which server ID (GUID) corresponds to the same data item. Then client is requested to send mapping information when new items, sent by the server, are added to its database.
· Conflict resolution
Conflicts happen when modifications have been made on the same items on the server and the client databases. The server is in general assumed to include the sync engine functionnality that resolve the conflicts. But it can also return back to the client a notification to let the client resolve itself the conflicts. The protocol provides status codes for some common policies to resolve a conflict. These status codes are used to inform the other device of the conflict and how it has been resolved.
· Authentication
The protocol requires the support for the basic and the MD5 digest access authentication on the server layer. The authentication on the database layer is also enabled, if the device needs it. Both the sync client and the server can challenge for the authentication and the device receiving the authentication challenge must be able to send the authorization credentials back.
· Exchange of device capabilities
The protocol provides the functionality to exchange the device capabilities (identifier, datastore names, data format supported for each datastore …)  during the initialization. The client must send its device information to the server when the first synchronization is done, or when the static device information has been updated. It should also be able to receive the server device information. 
· Device memory management
The protocol provides also possibility to specify the dynamic memory capabilities for databases of a device or for persistant storage on a device. It specifies how much memory is left for usage. 

· Multiple messages in packages
As depicted in section 5.3., a sync session is composed with the exchange of different packages of information between the client and the server.  The protocol provides the functionality to transfer one package in multiple Syncml messages, if the package is considered too large because of transport or device limitations. 

For example, a client can send its modifications using three successive messages. For each message sent, the server responds by a message including status information for these modifications. So in practice, client and server packages might be interlaced, because the receiver of a package may start to send its next package at the same time if it makes sense.
· Sync without separate initialization

The synchronization can be started without a separate initialization. This means that the initialization and data changes can be sent within the same message, in order to decrease the number of messages to be exchanged. The server must be able to handle that case.
· Busy signaling
If the server is able to receive the data from the client, but is not able to process the request(s) at a reasonable time after receiving the modifications from the client, the server must send information about that to the client. This happens by sending a busy status package back to the client. After that, the client may ask the sync results later or start the synchronization from the beginning.
6.1.2 OMA DS  v1.1.2

The OMA SyncML Data Synchronization v1.1.2. main changes are :

· Large object handling 
This new feature enables synchronization of object whose size exceeds that which can be transmitted within one message. To achieve synchronization, that object is split into chunks that fit within the message and a new tag <MoreData/> is added to the message to signal to the recipient that the data item is incomplete and has further chunks to come. See [DSPRO_V1_1_2], section 7.10.

· Busy signaling
This  feature is not mandatory anymore for the server. See [DSPRO_V1_1_2], section 7.12.

· Authentication
The protocol allows 4 additional authentication schemes : X.509 Certificate, SecurID, SafeWord, DigiPass. See [REPPRO_V1_1_2], section 5.3.1.
· Number of changes

New tag <NumberOfChanges>  that enables the sender to indicate the total number of changes (number of Add, Replace and Delete commands) to be sent to the recipient during the session, so that the recipient may use this information to calculate progress information. See [REPPRO_V1_1_2], section 6.1.15.
· MaxObjSize

The new tag <MaxObjSize> specifies the maximum size of data object that the device is able to receive. See [METAINF_V1_1_2], section 5.2.9.

· UTC

The new tag <UTC> specifies  that the device supports UTC based time. See [DEVINFO_V1_1_2], section 5.3.33.

6.1.3 OMA DS v1.2

The OMA SyncML Data Synchronization v1.2. main changes are :

· Suspend and Resume

This new feature provides a mean to suspend intentionnaly (or not) and resume a synchronization. This kind of interruption occurs when user request’s to pause the current session. The interruption of sync process can be done at any phase of the session. If the server accepts the interruption, the session can be terminated by disconnecting the transport. But since it’s an interruption, anchors must not be updated, and session can be resumed later. A session can be resumed weither it was interrupted intentionnaly or not. The client and server do not need to re-send data that were successfully exchanged before interruption. See [DSPRO_V1_2], section 6.12.

· Server Alerted Notification

This new feature enhance the Server Alerted Sync synchronization type already introduced in OMA DS 1.1.2, which was hardly implementable. Many devices cannot (or do not wish) continuously listen for connections from a server, but most devices can receive unsolicited packages called “Notifications” (for examples handsets can receive SMS packages). Therefore, the server alerted sync is not anymore initiated by sending a sync alert within a SyncML message to the client, but by sending a Server Alerted Notification package. The general structure of this new notification package is described in [SAN] and the notification body specific to Data Synchronization is described in [DSPRO_V1_2], section 12. Currently, the notification Package comprises three parts: a notification header, notification body and a digest of the whole notification. The notification header contains two interesting informations which are :

· ui-mode : specifies the server recommendations as to whether the server wants the session to be executed in the background or show an indicator to the user, or ask user for acceptance ;

· initiator : specifies how the server has interpreted the initiation of the sending of the package, either because the end user requested it or because the server has actions to perform.

· Data Sync Record and Field Level Filtering

Data Sync Record and Field Level filtering is replacing Target Address Filtering, to enable the filtering of data items to synchronize. Target Address Filtering was specified with CGI scripting and restricted to the value of Target LocUri element type. To enhance this feature, new tags are added to SyncML Representation : a new Filter element including other new elements (Field, FilterType, Record) and more precisions on how to synchronize the data subsets resulting from filter, and how to handle with the data out of criteria. The filter criteria can apply to data subsets or to data field subsets. New tags are added to the Devinf1.2 too (Filter-Rx and Filter-Cap) to indicate support for filtering.

See [DSREPU_V1_2], section 5.13 and [DEVINFO_V1_2], section 5.3.

· Field Level Replace

The Replace command may be partial or full, whereas in past version no precision was mentionned. The meta information “FieldLevel” is used to indicate that a Replace command is partial. If the FieldLevel flag is present in a Replace command, the receiver must not remove any fields of the item in the database that are not present in data element associated with the command sent. See [DSREPU_V1_2], sections 5.8.1 and 6.5.12, and [METAINF_V1_2], section 5.2.3.

· Synchronization of hierarchical data objects

New tags concerning synchronization of hierarchical data objects. The new “SourceParent” and “TargetParent” tags provide parent information of the child that is mentioned in the Source LocURI or Target LocURI of sync commands, if and only if the objects have hierarchical nature. The new “Move” command allows moving items (ex: files, folder, emails, vcards) from current location to a new location. See [DSREPU_V1_2], sections 6.1.25, 6.1.28 and 6.5.10.

· Folder Data Objects

A new document has been proposed within the OMA-DS Specification, which is Folder Data Objects Specification [FOLDEROBJ]. This document describes folder data objects, that can be used to organize objects such as email, file, other folder objects, etc. in a hierarchical manner. It indicates also how data folder properties can be used to filter synchronization (as it is already done with vcard and vcal properties). Folder data objects can be added, replaced, deleted or moved as well as other type of objects. 

· Email Data Objects

A new document has been proposed within the OMA-DS Specification, which is Email Data Objects Specification [EMAILOBJ]. That document describes email data objects, that can be used to represent an interpersonal electronic mail object. It encapsulates the format of electronic messages defined in rfc822 and rfc2822, and specifies new fields such as “read”, “forwarded”, “replied”, “received” etc …The document explains also how it can be used to filter synchronization. 
· File Data Objects

A new document has been proposed within the OMA-DS Specification, which is File Data Objects Specification [FILEOBJ]. That document describes folder data objects, that can be used to to represent file which can be stored in various file systems such as FAT, HFS, UFS, etc... The document explains also how it can be used to filter synchronization. 

6.2 OMA DS feature Changes from v1.1.2 to v1.2

	Theme
	Reference
	Description
	Type
	Device
	M/O

	Suspend & Resume
	[DSPRO_V1_2]

ch.12
	Support of suspend/resume
	New
	Client
Server
	O
M

	Fied Level Replace
	[DSREPU_V1_2]

ch.5.8.1 ch. 6.5.12

[METAINF_V1_2]

ch.5.2.3
	Support of Field Level Replace
	New
	Client
Server
	O
O

	Filtering
	[DSREPU_V1_2]

ch.5.13
	Support of Data Sync Record and Field Level Filtering
	New
	Client
Server
	O
O

	Filtering
	[DSREPU_V1_2]

ch.6.1.7 to 6.1.9
	Support of Field, Filter and FilterType elements
	New
	Client
Server
	O
O

	Filtering
	[DEVINFO_V1_2]

ch.5.3.12 to 5.3.14
	Support of Filter-Rx, FilterCap and FilterKeyword elements
	New
	Client
Server
	O
O

	Devinfo
	[DEVINFO_V1_2]

ch.5.3.27 to 5.3.29
	Support of Property and PropParam elements
	New
	Client
Server
	M
M

	Devinfo
	[DEVINFO_V1_2]

ch.5.3.21, ch.5.3.24
	Support of MaxOccur and NoTruncate elements
	New
	Client
Server
	O
M

	Devinfo
	[DEVINFO_V1_2]

ch.5.3.21, ch.5.3.22 and 5.3.24
	Support of  MaxSize element. This element replaces the “Size” element, that was removed from devinfo DTD.
	New
	Client
Server
	O
M

	Hierarchical Data Sync 
	[DSREPU_V1_2]
ch.6.1.25, ch.6.1.28 and ch.6.5.10.
	Support of Synchronization of hierarchical data objects : support of SourceParent, TargetParent elements and Move Command
	New
	Client
Server
	O
O

	Email Data Objects
	[EMAILOBJ]
	Support for x-email media type (application/vnd.omads-email)
	New
	Client
Server
	O
O

	File Data Objects
	[FILEOBJ]
	Support for x-file media type (application/vnd.omads-file)
	New
	Client
Server
	O
O

	Folder Data Objects
	[FOLDEROBJ]
	Support for x-folder media type (application/vnd.omads-folder)
	New
	Client
Server
	O
O

	Sync Alert
	[SAN], [DSPRO_V1_2]

ch.12
	Support for Sever Alerted Notification
	Improve
	Client
Server
	O
O

	Sync Alert
	[DSPRO_V1_2]

Appendix A.
	Support WAP Push operation, for WAP capable devices that use HTTP or WSP transport for DS
	New
	Client
	O


OMA DS conformance Changes from v1.1.2 to v1.2

6.2.1 Client Conformance Changes

	
	Reference V1.1.2
	Conformance V1.1.2
	Reference V1.2
	Conformance V1.2

	 Device information
	[DEVINFO_V1_1_2]
	[DEVINFO_V1_2]

	Support of “FwV” element 
	Ch.5.3.11
	O
	Ch.5.3.15
	M

	Support of “HwV” element 
	Ch.5.3.12
	O
	Ch.5.3.16
	M

	Support of “Man” element 
	Ch.5.3.13
	O
	Ch.5.3.17
	M

	Support of “Mod” element 
	Ch.5.3.17
	O
	Ch.5.3.23
	M

	Support of  “SwV” element 
	Ch.5.3.28
	O
	Ch.5.3.36
	M

	 Meta information
	[METAINF_V1_1_2]
	[METAINF V1_2]

	Support of “MaxObjSize”
	Ch.5.2.9
	M
	Ch.5.2.10
	O

	 Synchronization Protocol
	[DSPRO_V1_1_2]
	[DSPRO_V1_2]

	Support of “Sync Alert”
	Ch.13
	O
	Ch.12
	O * / M **


(*) for non WAP clients, or WAP clients that only use OBEX transport for DS

(**) by WAP Push method, for WAP capable devices that use HTTP or WSP transport for DS

6.2.2 Server Conformance Changes

	
	Reference V1.1.2
	Conformance V1.1.2
	Reference V1.2
	Conformance V1.2

	 Device information
	[DEVINFO_V1_1_2]
	[DEVINFO_V1_2]

	Support of “FwV” element 
	Ch.5.3.11
	O
	Ch.5.3.15
	M

	Support of “HwV” element 
	Ch.5.3.12
	O
	Ch.5.3.16
	M

	Support of “Man” element 
	Ch.5.3.13
	O
	Ch.5.3.17
	M

	Support of “Mod” element 
	Ch.5.3.17
	O
	Ch.5.3.23
	M

	Support of  “SwV” element 
	Ch.5.3.28
	O
	Ch.5.3.36
	M

	 Meta information
	[METAINF_V1_1_2]
	[METAINF _V1_2]

	-
	-
	-
	-
	-

	 Synchronization Protocol
	[DSPRO_V1_1_2]
	[DSPRO_V1_2]

	Support of “One-way sync from client only” sync type
	Ch.11
	O
	Ch.10
	M

	Support of “Refresh sync from client only” sync type
	Ch.11.3
	O
	Ch.10.3
	M

	Support of “One-way sync from server only” sync type
	Ch.12
	O
	Ch.11
	M

	Support of “Refresh sync from server only” sync type
	Ch.12.5
	O
	Ch.11.5
	M


6.3 OMA DS new codes in v1.2

6.3.1 New Alert Codes

See [DSREPU_V1_2] section 7, or [DSPRO_V1_2] section 13.2.

	Theme 
	Alert Code
	Name
	Description

	Suspend & Resume
	224
	SUSPEND
	Suspend Synchronization Session

	Suspend & Resume
	225
	RESUME
	Resume Synchronization Session


6.3.2 New Status Codes

See [REPPRO_V1_2] section 10.
	Theme 
	Alert Code
	Description

	Fied Level Replace
	426
	Patial item not accepted. Receiver of status code MAY resend the whole item in next package.

	Hierarchical Data Sync
	427
	Item not empty. Parent cannot be deleted since it contains children

	Hierarchical Data Sync
	428
	Move Failed


Appendix A. Change History
(Informative)

	Document Identifier
	Date
	Sections
	Description

	OMA-WP-DataSyncChanges-20040418-D
	18 Oct 2004
	all
	initial draft of WP 



	OMA-WP-DataSyncChanges-20041110-D
	11 Nov 2004
	all
	First revision – Conformance tables addition
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