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1 Reason for Change

Now in our RD, most requirements are arranged by Use Case. Maybe this is not the best way becase different use cases may derive similar requirements. When HLRs amount increases, they are in a state of disorder and the RD document will not be easy to read.

 This contribution optimize the RD document by addressing following issues:

· Dividing the HLRs into some categories other than the default ones (security, charging, IOP, etc.) to organize the requirements without affecting the existing requirements.
· Fill the Scope and Introduction section

· Change the key word ‘should’, ‘must’ and so on to upper case.

· Improve the consistency, such as changing ‘improved enabler’ to ‘Enabler’
· Delete the template description

· Change the version number to DS 1.3 corresponding to the current work (To my understanding the version number of RD document should reflect enabler’s version.  )
2 Impact on Backward Compatibility

There is no backward compatibility issue.
3 Impact on Other Specifications

N/A
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

It is recommended that this RD document can be adopted as the new baseline and provided to editor for further improvement..
6 Detailed Change Proposal
Change 1:  The RD document after arrangement is attached below
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1. Scope
(Informative)


















This document contains use-cases and high level requirements for Data Sync Client and Data Sync Server, taking into considerations the demands of end-users, service providers, and system implementers.

2. References


2.1 Normative References


		[RFC2119]

		“Key words for use in RFCs to Indicate Requirement Levels”, S. Bradner, March 1997, URL:http://www.ietf.org/rfc/rfc2119.txt



		[XMLNS]

		“Namespaces in XML”, World Wide Web Consortium, January 14, 1999,
http://www.w3.org/TR/REC-xml-names



		[XMLSCHM0]

		“XML Schema Part 0: Primer”, W3C, October 28, 2004, http://www.w3.org/TR/xmlschema-0/





2.2 Informative References


		[DSPRO] 

		“SyncML Synchronization Protocol”, Open Mobile Alliance(, 


OMA-TS-DS_DataSyncProtocol-V1_2, URL:http://www.openmobilealliance.org/



		

		





3. Terminology and Conventions


3.1 Conventions


The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in [RFC2119].


All sections and appendixes, except “Scope” and “Introduction”, are normative, unless they are explicitly indicated to be informative.


3.2 Definitions


		Data Sync Client

		



		Data Sync Server

		



		Device

		



		Implementer 

		



		Logical Session

		This use case document presents a concept of Always on Synchronization which may be implemented as a logical session. The logical session is a relationship between the client and server which continues while data is exchanged through multiple physical connections or sessions.



		Network Operator

		



		Service Provider 

		



		User 

		





3.3 Abbreviations


		OMA

		Open Mobile Alliance



		

		



		

		





4. Introduction
(Informative)














OMA Data Sync protocol (also known as SyncML DS protocol) is a synchronization protocol that is designed to be data-type and transport agnostic in that it allows any transport (Bluetooth, Infrared, etc.) and enables the synchronization of any data type (contacts, calendar, files, etc.).  OMA DS provides the following capabilities for any application developers to implement on client, server or end-to-end platforms: 


Operates effectively over wireless and wireline networks 


Supports a variety of transport protocols, including HTTP, WSP (Wireless Session Protocol), OBEX (Bluetooth, IrDA), SMTP, pure TCP/IP networks, and proprietary communication protocols 


Supports arbitrary networked data and common personal data formats such as vCard, vCalendar, iCalendar, and e-mail, among others


Addresses the resource limitations of the device 


Is built upon existing Internet and Web technologies 


The protocol's minimal function delivers the most commonly required synchronization capability across the entire range of devices (such as small-memory-footprint mobile devices). 


The objective of this document is to collect the requirements for data sychronization from the whole industry perspective.

This document defines the requirements for data synchronization to enable such functionality as:

· Reducing Traffic (Compression, Reducing Transfer of information, Combining commands and packages, etc.)


· Improving Security (Binding level authentication and encryption, Protocol level encryption, etc.)


· Real-time Sync (Always on capabilities, Merging with other OMA Alerts such as OMA email notification, etc.)


· Adjustments to OMA DS based Email sync

· Specification readability and interoperability improvements 

5. Use Cases
(Informative)








5.1 





5.1.1 





5.1.2 





5.1.2.1 





5.1.2.2 





5.1.3 





5.1.4 





5.1.5 







5.1.6 





5.1.7 

















Editor’s note:  The two sections below come from OMA-DS-2005-0148R01-SycnML-Security-Use-Case
Action Point: Derived Requirements for these use cases still need to be added, currently there are none.


5.2 Secure Data Synchronization

5.2.1   ASK  \* MERGEFORMAT Short Description


The president of a company wants to keep his customer contact information on her handset. In order to load the contact list, she chooses to synchronize the contact list that is on a Data Sync Server with her handset.


After she sets up the proper connectivity and authentication information, she initiates the data synchronization session with the Data Sync Server. At the setup phase of the session, the device and the Data Sync 
Server ask for mutual authentication. If the handset does not support transport layer encryption, then the Data Sync Client and Data Sync Server would encrypt the session data. 

5.2.2 Actors


· Device 

· Data Sync Server

· User

5.2.2.1 Actor Specific Issues


· Device: Device should support application layer encryption if it does not support transport layer encryption. 


· Data Sync Server: Server should support both transport layer and application layer encryption.


5.2.2.2  Actor Specific Benefits


· User: User would not worry about losing his information to unauthorized persons.

5.2.3  Pre-conditions


The Device should support transport layer encryption or application layer encryption.

The Data Sync Server MUST support both transport layer encryption and application layer encryption.


The User has right to access the Data Sync Server.


5.2.4  Post-conditions


The User has securely synchronized their contact list and calendar information, etc.


5.2.5  Normal Flow


· The Device initiates the session request to the Data Sync Server, which includes authentication information/credentials and the encrypted session request.

· The Data Sync Server and the Device successfully authenticate each other.

· The Data Sync Server and the Device agree upon the encryption to be used. 


· The Data Sync Server and the Device encrypt the session data during a normal synchronization.


· After synchronization is done, the session ends normally, with the contact list securely synchronized.


5.2.6 Other issues to be considered


· Cryptographic functions to be supported


· Certificate support


· Recommendations on the chosen key lengths

5.2.7 Alternative Flow1 (Transport layer Security)


If the Device and the Data Sync Server support transport layer security (i.e.HTTPS), the Device and Data Sync Server will establish a mutually authenticated HTTPS connection prior to the start of the Data Sync session. Encryption is performed in transport layer and application layer encryption MAY be omitted.

5.2.8 Alternative Flow2


Besides specified against a Data Sync Server, the authentication and encryption challenges can be specified against a database. Furthermore, In the case of authentication challenges, they can be specified against an individual command on a database. This provides end to end security ability.

The main challenge regarding the real e2e security is the connection between data storage and Data Sync Server. In real life implementations data server (for example email server) and Data Sync Server are in different domains. The connection between the data storage and Data Sync Server is not specified by OMA DS. Hence OMA DS group can only give recommendation on the sufficient security solution between these two entities.


5.2.9 Alternative Flow3 (Integrity Protection)


The Device or Data Sync Server can request integrity protection in addition to encryption. Both the Device and the Data Sync Server MUST accept this request and provide a mutually acceptable mechanism for proof data is unchanged (e.g. a hash algorithm).

5.2.10 Operational and Quality of Experience Requirements


5.3 Rights Management


Use case to be created:

Synchronization of material protected by DRM, such as ring tones etc


Use case shall describe the flow of securing this material so that it can be i) synchronized to the same device of a user or ii) to a new device of a user (the case where the device has been replaced for some reason)


Editor’s Note:  the sections below covering reduced traffic use cases are from OMA-DS-2005-0139R05-INP_RD_for_traffic_reduction

5.4 Simplified syntax help reducing Synchronization duration


OMA DS syntax could be simplified and disambiguated to reconcile readability and compactness. Data traffic would then be reduced and OMA DS package parsing/generation would be simplified.

5.4.1  ASK  \* MERGEFORMAT Short Description


As a manager in a big company, Marc has to deal with many meetings and contacts. So, before going to a meeting he likes to synchronize his hundreds of contacts and appointments to be sure to have them up to date. He's then sure that any new appointments taken during the meeting will not collide with other ones in its calendar. Since his planning is very tight, he wants to do this as quickly as possible. He's satisfied because his communication bill is not too expensive and he doesn't have the feeling of loosing time during synchronization.

5.4.2 Actors


· User: Marc

5.4.2.1 Actor Specific Issues


5.4.2.2 Actor Specific Benefits


· A fast synchronization implies reduced connection time thus reduced connection cost and billing.


· Fast synchronization can accelerate OMA DS protocol acceptance and usage.


· Reduced synchronization duration eliminates possible user feeling that synchronization is a slow process.


5.4.3 Pre-conditions


· User owns an handset with an embedded Data Sync Client 

· The Data Sync Client is correctly configured (Data Sync Server, datastore to synchronize).


5.4.4 Post-conditions


· User's data are synchronized and ready to be modified.

5.4.5 Normal Flow


· User launches a calendar/PIM synchronization on his handset.

· An OMA DS session is established between the Data Sync Client and the Data Sync Server.

· The synchronization session ends successfully

5.4.6 Alternative Flow


5.4.7 Operational and Quality of Experience Requirements


· Encoding of transferred data should be optimized to allow synchronization session to be as fast as possible.


5.5 Avoiding unnecessary notifications


5.5.1  ASK  \* MERGEFORMAT Short Description


Lemon Telecom, a worldwide telecom company, wants to provide its customers with services based on OMA-DS protocol. Some of those services make use of the Data Sync Server Alerted Notification feature. Lemon Notification Server wants to receive acknowledgment for any sent notification in order to avoid resending unnecessary and unsolicited notifications. 


5.5.2 Actors

· Service Provider

· Data Sync Client


· Data Sync Server


· Notification Server


· User: Ian 


5.5.2.1 Actor Specific Issues


5.5.2.2 Actor Specific Benefits


· The User is not annoyed with unsolicited notifications


· The Notification Server has not to resend unnecessary notifications


· The Service Provider can improve its quality of service since acknowledgement allows finer analyze.

5.5.3 Pre-conditions


· Notification Server can send SAN packages.


· Notification  Server knows how to reach the handset (its phone number)


· Data Sync Client is configured to accept SAN.


· Data Sync Server is known by the Data Sync Client

5.5.4 Post-conditions

· The Notification Server is informed that the Data Sync Client has received the notification.

5.5.5 Normal Flow


1. During first sync between Data Sync Client and Data Sync Server, the Data Sync Client declares which transports it supports for SAN.

2. Notification Server sends a SAN package to the Data Sync Client using one of the above related transports


3. The Data Sync Client sends a SAN acknowledgment to the Notification Server 


4. Following SAN specifications, synchronization is started either manually either automatically.

5.5.6 Alternative Flow


5.5.7 Operational and Quality of Experience Requirements


5.6 Using compression algorithms

OMA DS packages are in plain text (XML) or in WBXML (carried data are in clear). Using compression would reduce the size of the exchanged packages thus reducing traffic load.


5.6.1  ASK  \* MERGEFORMAT Short Description


Thomas discovers that its on-line address book service offers now the possibility to backup all his data (mails, files, contacts, etc.) on his phone, which represent a significant amount of data to transfer. Since compression techniques are used for message transmission, synchronization is fast. As a result Thomas is satisfied and makes intensive use of the backup service.


5.6.2 Actors


· Data Sync Client


· Data Sync Server 


· User : Thomas


5.6.2.1 Actor Specific Issues


· For the Data Sync Client, the compression algorithm implementation must be efficient enough in order that transmission gain compensates compression time cost.


5.6.2.2 Actor Specific Benefits


· For User, a fast synchronization implies reduced connection time thus reduced connection cost and billing.

· Fast synchronization can accelerate OMA DS protocol acceptance and usage.


· For User, reduced synchronization duration eliminates the feeling that synchronization is a slow process.


5.6.3 Pre-conditions


· Data Sync Client and Data Sync Server have declared which compression scheme they support.


· Both Data Sync Server and Data Sync Client must support the same compression/decompression scheme.


5.6.4 Post-conditions


· Sync is finished successfully


· Data Sync Client and Data Sync Server are in sync


5.6.5 Normal Flow


1. Data Sync Client initiates a sync requesting to use a specific compression technique (which has to be common to the Data Sync Server and Data Sync Client) for exchanged packages.


2. Data Sync Client and Data Sync Server continue the sync session exchanging compressed packages (using the chosen compression technique).


5.6.6 Alternative Flow


5.6.7 Operational and Quality of Experience Requirements

5.7 Free Choice of the Synchronization Type 

OMA DS Protocol defines the requirements for launching a Slow Sync. But, even when these requirements are good in the two-way sync context, they might not satisfy the end-user in other (less common) context such as refresh or one-way sync.  For example, if specifications are strictly applied, refresh sync can't be performed for the very first sync, since in that case only a Slow Sync MUST be engaged. This implies unnecessary packages exchanges as well as unwanted behaviour (The user is not satisfied by the result of the synchronization). The use case presented in this document tries to underline the fact that a user should have the choice to synchronize in any way he wants to.


5.7.1  ASK  \* MERGEFORMAT Short Description


Thomas discovers that its on-line address book service offers now the possibility to synchronize the contacts with its phone address book. The proposed synchronization service supports the different existing sync modes: full synchronization, incremental synchronization, import/export, backup/restore. Depending on his needs, Thomas can choose the sync type he wants to use.


5.7.2 Actors


· User : Thomas


· Data Sync Client – Client implementation initiating the sync


· Data Sync Server – Server implementation processing the sync request


5.7.2.1 Actor Specific Issues


· Data Sync Client is a ‘thin client’, i.e. implemented as simply as possible. Data Sync Client doesn’t do any complex processing or conflict resolution.


· Data Sync Server is able to do complex processing and conflict resolution.


5.7.2.2 Actor Specific Benefits


5.7.3 Pre-conditions


· Data Sync Client must make it possible to User to choose the sync type he wants even for the first synchronization.


5.7.4 Post-conditions


· Result of the synchronization session fills User needs.


5.7.5 Normal Flow


3. User launches synchronization from the user interface.


4. Data Sync Client initiates a synchronization with the previously chosen synchronization type..


5. Data Sync Server accepts the sync request.


6. Sync is started according to Data Sync Client’s requested sync type.


5.7.6 Alternative Flow


· None


5.7.7 Operational and Quality of Experience Requirements


5.8 Putting precise maximum size for MBCS storage PIMs

OMA DS allow Data Sync Client and Data Sync Server to exchange capability by use of DevInf.  Especially for max size of record property values can be exchanged with MaxSize.  But this MaxSize is assumed that the data are encoded in UTF-8 (5.3.22 [DEVINF]).  Most of PIM on Data Sync Client side stores in not UTF-8 but MBCS (such as Shift_JIS in Japanese).  Most of characters in two bytes are represented n three bytes in UTF-8, but there are some set of character that are encoded in single byte in MBCS and three bytes in UTF-8 (such as hankaku-katakana in Shift_JIS).  As the bottom line, Data Sync Client needs to put MaxSize in three times bigger.  This causes the case where Data Sync Client can get three times longer ASCII data without truncation.


5.8.1  ASK  \* MERGEFORMAT Short Description

The User in Asian market is use to import his on-line address book modifications into his device.  In most Asian countries, multibyte character set is used as a native character set and UTF-8 is also used as complementally.  His device also has PIM that store data in multibyte character not in UTF-8.  Using web interface of the service, he has been input many contacts with longer data than his device can store.


Today, he decides to perform sync for downloading from his on-line address book with the device.  The User is satisfied, since all the field values are download fit to his phone capacity and the packet fee is fair for the size of download size.


5.8.2 Actors


· Data Sync Client


· Data Sync Server


· User 

5.8.2.1 Actor Specific Issues


· Data Sync Client has a PIM that stores record data in MBCS not in UTF-8.

· Both Data Sync Client and Data Sync Server support treat MaxSize in specified CharSet.

5.8.2.2 Actor Specific Benefits


· For the User, shorter package size implies reduced connection time thus reduced connection cost and billing.

5.8.3 Pre-conditions


· Device PIM has limitation to have each property value up to 32 bytes in Shift_JIS.

· Data Sync Server has four updates.

· Record #1 contains 100 bytes long ASCII characters in all property values.

· Record #2 contains 100 bytes long single byte hankana Shift_JIS characters in all property values.

· Record #3 contains 100 bytes long double byte Shift_JIS characters in all property values.

· Record #4 contains 100 bytes long mixture characters in all property values.

5.8.4 Post-conditions


· Sync is finished successfully with device PIM property values are properly truncated maximally fit the device PIM limitation.

· Data Sync Client and Data Sync Server are in sync.

5.8.5 Normal Flow

Data Sync Client initiates Two-Way synchronization with a CharSet declaration for Property elements in DevInf

Data Sync Server accepts the sync type.

Data Sync Client sends any update from Data Sync Client side.

Data Sync Server sends any updates from Data Sync Server side truncated based on the Charset specified in DevInf.

5.8.6 Alternative Flow 

5.8.7 Operational and Quality of Experience Requirements

5.9 Alerting free Data Sync  Server memory for Quota limited services 

OMA DS only allows send free memory in first message of the sync package [DSPRO] .   


To reduce possible errors of device full (420), more precise dynamic memory management are required as follow:


· To send free memory per message by reflecting the record operation during the sync session.

· To allow Data Sync Server send free memory before receiving data. 

In Data Sync Server case, free memory must be sent before pkg#3.


5.9.1  ASK  \* MERGEFORMAT Short Description

The User discovers that its on-line file storage service offers now the possibility to backup files from its device. He decides to subscribe to this new file storage service and wants to use it for periodical automatic backup of files in his device.


 He decides to setup to perform backup periodically automatic initiated from Data Sync Client. Although Data Sync Server is full, backup is performed without sending unnecessary data. The end-user is satisfied, since the fee is only charged for update data.


5.9.2 Actors


· Data Sync Client 


· Data Sync Server 


· User 

5.9.2.1 Actor Specific Issues


· Data Sync Server sends free memory before Data Sync Client sends updates (pkg#1)

· Data Sync Server sends free memory multiple times during Data Sync Client sending updates (pkg#3).

· During pkg #3, Data Sync Server dynamically changes free memory per message by reflecting Data Sync Client side Delete and Replace command.

· Data Sync Client can analyse the free memory value from Data Sync Server and decide whether send Add, delay to send Add.

· Both Data Sync Server and Data Sync Client support Suspend and Resume.

5.9.2.2 Actor Specific Benefits


· For the User, not sending more data than Data Sync Server Quota implies reduced connection time thus reduced connection cost and billing in case of Data Sync Server full.

5.9.3 Pre-conditions


· Data Sync Client has some new files or updates (delete, replace) to be uploaded after the last successful sync 

· The Data Sync Client periodically launches a backup if it has updates to be synchronized.

· Data Sync Server is nearly full.

5.9.4 Post-conditions


· Backup is intentionally suspended by Data Sync Client without sending some of add.

· Data Sync Client and Data Sync Server are in not sync to be resumed in next sync.

· In the next sync session, Data Sync Client alerts Resume to re-send new files to Data Sync Server depending on server alert of FreeID and FreeMem

5.9.5 Normal Flow

1. Data Sync Client sends One-Way From Client Only sync request for backup.

2. In the first response message, Data Sync Server accepts the sync request and Data Sync Server alerts less FreeMem for Data Sync Client to detect not to send Add in the sync package.

3. Data Sync Client does not send Add command because in the first response server alerted less free memory than that of new files that Data Sync Client wants to upload. 

5.9.6 Alternative Flow 


1. Data Sync Client sends One-Way From Client Only sync request for backup.

2. In the first response message, Data Sync Server accepts the sync request and server alerts less free memory for Data Sync Client to detect not to send Add in the sync package.

3. Data Sync Client sends Delete command and delays sending Add command in this first message of sync package (pkg#3) because in the first response server alerted less FreeMem than that of new files that Data Sync Client wants to upload. 

4. Data Sync Server alerts enough free memory for Data Sync Client to send Add in next message by reflecting the result of deletion from Data Sync Client.  

5. Data Sync Client sends some of Add commands that are met criteria under free memory from Data Sync Server.

6. Data Sync Server accepts the Add commands and server alerts new less free memory for Data Sync Client to detect not to send Add in the next message.

7. Data Sync Client does not send Add command because in the last response Data Sync Server alerted less FreeMem than that of new files that Data Sync Client wants to upload. 

5.9.7 Operational and Quality of Experience Requirements

5.10 Alerting more precise free Data Sync Client memory for storage limited devices per message

5.10.1  ASK  \* MERGEFORMAT Short Description

The User discovers that its on-line file deployment service offers now the possibility to keep important files updated for him to always track on his device. He decides to subscribe to this new file deployment service and wants to use it for files update in his device by triggering from the service.


 He decides to setup to perform download by trigger from the service. Although device was nearly full, download is performed. The User is satisfied, since Data Sync Server sends files fitting to device’s storage limit as much as possible. 

5.10.2 Actors


· Data Sync Client


· Data Sync Server


· User 

5.10.3 Actor Specific Issues

· Data Sync Client does not always manage storage allocation in real time.  For instance delete from Data Sync Server is sent but data is internally soft-deleted to be clean up at certain period.  Hard delete may be executed per command in real tine, or per sync session, or per other triggers.

· Data Sync Client sends free memory multiple times during Data Sync Server sending updates (pkg#4).

· During pkg #3, Data Sync Client dynamically changes free memory per message by reflecting Data Sync 
Server side Delete and Replace command.

5.10.4 Actor Specific Benefits


· For the User, receiving as much data as possible at single sync session is important.

· For the User, not receiving more data than device limit implies reduced connection time thus reduced connection cost and billing in case of Data Sync Client full.

5.10.5 Pre-conditions


· Data Sync Server has some new files to be sent after the last successful sync.

· The Data Sync Server periodically sends a Server Alert Notification to let Data Sync Client start One-Way From Server Only for download if Data Sync Server has updates.

5.10.6 Post-conditions


· One-Way Sync From Server Only is finished successfully.

· Data Sync Client and Data Sync Server are in not sync only due to Data Sync Client storage limitation.

5.10.7 Normal Flow

1. Data Sync Client sends One-Way From Server Only sync request for download.

2. Data Sync Server accepts the sync request

3. Data Sync Client alerts free memory

4. Data Sync Server sends as much data as possible estimated within free memory that reports including Delete and Replace command.

5. Data Sync Client alerts more precise free memory reflecting to Data Sync Server commands.

6. Data Sync Server sends as much data as possible estimated within new free memory that Data Sync Client reports including Delete and Replace command.

5.10.8 Alternative Flow 

5.10.9 Operational and Quality of Experience Requirements

5.11 Combining packages in Two-Way Sync in case of no change on Data Sync Client side

OMA DS session can be separated into six packages.  Some of packages can be combined by use of existing specification, such as Sync Without Separate Initialization and Caching Map on Data Sync Client side.   Although these specifications are already available, they are not commonly used because in most cases sending real data without Initialization Package (pkg#1 and pkg#2) can cause robustness and security issues [DSPRO]  by sending real user data before finishing pkg#2.  This section clarifies the use cases without these issues and requirements for sending additional information for Data Sync Server to decide combining packages.

5.11.1  ASK  \* MERGEFORMAT Short Description

The User discovers that its on-line email service offers now the possibility to synchronize emails with his device. He decides to subscribe to this new synchronization service and wants to use it mostly for checking new emails although he sometimes wants to send new emails from his device.  Suppose that he or Data Sync Client needs to continuously check new emails because the service does not offer frequent server alerted notifications or device might have limitations to receive server alerted notification.


 He decides to perform a sync from his device with the on-line email service and setup to perform sync periodically automatic initiated from Data Sync Client. Although it’s the very first sync between both devices, the Two-Way synchronization is performed. The User is satisfied, since he can quickly take a next action by checking the emails and the connection fee is low because only a single connection is required to check if there are no or few new emails.


5.11.2 Actors


· Data Sync Client


· Data Sync Server 


· User 

5.11.2.1 Actor Specific Issues


· Both Data Sync Server and Data Sync Client support Sync Without Separate Initialization.  (Pkg#2 + Pkg#4)

· Both Data Sync Server and Data Sync Client support Map Caching. (Pkg#1 + Pkg#5)

· Both Data Sync Server and Data Sync Client support Number Of Changes from Data Sync Client in Pkg#1.

5.11.2.2 Actor Specific Benefits


· For the User, a single transport session with multiple packages implies reduced connection time thus reduced connection cost and billing.

· For the User, reduced synchronization duration eliminates possible user feeling that synchronization is a slow process.


5.11.3 Pre-conditions 


· Data Sync Client has no changes since last successful sync.

5.11.4 Post-conditions


· Two-Way Sync is finished successfully.

· Data Sync Client and Data Sync Server are in sync but Maps are cached in Data Sync Client for next sync

5.11.5 Normal Flow


1. User launches a Two-Way synchronization from the user interface or Data Sync Client automatically launches the synchronization.

2. In the first request message, Data Sync Client sends NumberOfChanges=0 for Data Sync Server to send data in the first response.

3. Data Sync Server accepts the sync request with authenticated result and sends new emails if any in the same response

4. Data Sync Client does not send Pkg#5 by caching maps until Data Sync Client needs to send real data to Data Sync Server.

5.11.6 Alternative Flow

        In case that Data Sync Client has changes or new email to send


1. User launches a Two-Way synchronization from the user interface or Data Sync Client automatically launches the synchronization.

2. In the first request message, Data Sync Client sends NumberOfChanges > 0 but no send real user data because Data Sync Client doesn’t want to send real user data to un-authenticated Data Sync Server.

3. Data Sync Server accepts the sync request with authenticated result.

4. Data Sync Client sends real data if authenticated and also send all maps if any before real data.

5. Data Sync Server sends new emails if any in the response

5.11.7 Operational and Quality of Experience Requirements

If Data Sync Client alerts less free memory in the first request, Data Sync Server MUST not send any add to Data Sync Client in the first response.


If Data Sync Client has multiple datastores to sync, and one of datastore has NumberOfChanges > 0, then it follows alternative flow for Data Sync Server to send the changes for all the datastore in later messages of pkg#4.


5.12 Simplifying status for efficient actions by thin client implementation

OMA DS messages contain bunch of statuses in body part to supply as much information as possible for both Data Sync Server and Data Sync Client to take a next action.  If much simpler status were available, some Data Sync Client implementation on low spec devices with less battery capacity and narrow bandwidth network connection could take an action more efficiently.   Possible statuses can be categorized into the following cases:


· Data Sync Server layer error to be terminated or to be retried

· Database layer error for all databases to be terminated or to be retried.

· Success for all commands

· Other statues contains some of errors

Even though checking detailed statuses for all cases are useful, some implementation can ignore them and retried not by keeping the same sync session but retried from the beginning with other possible configuration.  For instance, without alerting slow sync type from Data Sync Server, Data Sync Client can start slow sync as a new sync session only with refresh required status code to Two Way synchronization request.

5.12.1  ASK  \* MERGEFORMAT Short Description


Using a simplified status allows to reduce data traffic. 


5.12.2 Actors


· Data Sync Client


· Data Sync Server


· User 


5.12.3 Actor Specific Issues 


· Both Data Sync Server and Data Sync Client support simplified status

5.12.4 Actor Specific Benefits


· For the User, shorter package size implies reduced connection time thus reduced connection cost and billing.


· For the Data Sync Client/Server implementer, a simplified status is less ambiguous and leads to simpler parsers/generators implementation.

· For the Data Sync Client implementer, the target platform of Data Sync Client can be expanded depending on the implementation.

· For the User, reduced synchronization duration eliminates possible user feeling that synchronization is a slow process.


5.12.5 Pre-conditions


· Success for all commands in each request message

5.12.6 Post-conditions


· Sync is finished successfully 


· Data Sync Client and Data Sync Server are in sync


5.12.7 Normal Flow


1. Data Sync Client initiates sync.


2. Data Sync Server accepts the sync request and send simplified status before sync header

3. Data Sync Client checks the simplified status with thin parser and found all commands are OK

4. Synchronization continues with simplified statuses from Data Sync Server



5.12.8 Alternative Flow 

In case of fatal errors happened at Data Sync Server layer or at database layer for all databases.  (i.e. server unavailable, unsupported mime type for database and etc)


1. Data Sync Client initiates sync.

2. Data Sync Server got some fatal error to be terminated the sync session, and send simplified status without SyncBody

3. Data Sync Client terminates the sync session because Data Sync Client found fatal Data Sync Server error by checking the simplified status.  Data Sync Client may display some message for user to change Data Sync Client configuration depending on the status code and the Item element type in the simplified Status.

In case of recoverable errors happened at Data Sync Server layer or database layer for all databases (i.e. auth error, refresh required and etc)


1. Data Sync Client initiates sync.

2. Data Sync Server got some recoverable errors to be retried by Data Sync Client, and send simplified status with full SyncBody as usual

3. Data Sync Client terminates the sync session and starts new a OMA DS session without keep the same OMA DS session because Data Sync Client understand the Data Sync Server situation from the code and know what to do to recover the situation.

5.12.9 Operational and Quality of Experience Requirements


Even though checking detailed statuses for all cases are useful, some implementation can ignore them and retried not by keeping the same sync session but retried from the beginning with other possible configuration.  For instance, without alerting slow sync type from Data Sync Server, Data Sync Client can start slow sync as a new sync session only with refresh required status code to Two Way synchronization request.


5.13 Putting and Getting partial device information

OMA DS device information is required to send it within a single message.  Although current spec indicate to send partial device information for trial cases, there is no clear description how to update and query partial device information.   Without this method, syncing more data-sections would require more maximum message size, and more maximum message size could hit the upper bound of network capability and device sending buffer capability.   Even when only static information of a single datastore has been changed, application would be required to send all the device information.

5.13.1  ASK  \* MERGEFORMAT Short Description


Separating device information into messages by use of hierarchical update and query of device information allows reducing data traffic. 


5.13.2 Actors


· Data Sync Client


· Data Sync Server


· User 


5.13.3 Actor Specific Issues 


· Both Data Sync Server and Data Sync Client support putting and getting partial device information of them by each other

5.13.4 Actor Specific Benefits


· For the User, shorter package size implies reduced connection time thus reduced connection cost and billing.


· For the User, reduced synchronization duration eliminates possible user feeling that synchronization is a slow process.

· For the User, enabling multiple datastores by putting devinfo in separate message expands more usability of services

5.13.5 Pre-conditions


· Data Sync Client syncs so many datastores at a time that the datastores information cannot be packed in a single message.  Data Sync Client separates the information into messages.  Data Sync Client also queries all the Data Sync Server side datastore information separately.

5.13.6 Post-conditions

· Sync is finished successfully 


· Data Sync Client and Data Sync Server are in sync


5.13.7 Normal Flow


1. Data Sync Client initiates sync by putting a part of multiple datastore information and getting part of Data Sync Server side datastore information

2. Data Sync Server accepts the sync request and sends the requested Data Sync Server side datastore information.

3. Data Sync Client puts the rest of the datastore information and get rest of Data Sync Server side datastore information with final tag

4. Data Sync Server accepts the sync request and sends the requested Data Sync Server side datastore information with final tag.

5. Synchronization continues normally.  

5.13.8 Alternative Flow 

5.13.9 Operational and Quality of Experience Requirements

Editor’s Note – the use cases in the follow sections come from OMA-DS-2005-0113R04-SyncAnchor_Improv_UseCases


5.14 Sync Interruption & Continuation


OMA DS Protocol makes use of synchronization anchors to make sanity checks between Data Sync Client and Data Sync Server, in other words, to check whether Data Sync Client and Data Sync Server are on the same page in terms of synchronization. However, the usage of anchors is specified ambiguously, leaving many aspects of Data Sync Client and Data Sync Server behaviour open to question. 


OMA DS 1.2 also contains a new feature, called Suspend/Resume for resuming the interrupted syncs without restarting them or initiating a slow sync. This feature allows to minimize the amount of synchronizations, time spent synchronizing and data sent over network in order to achieve synced state between Data Sync Client and Data Sync Server. However, the feature is also specified ambiguously, not clearly defining behaviour expected by sync participants in case of sync interruption. 


Also, the usage of anchors mentioned above is inadequate for Suspend/Resume functionality, i.e. current anchors usage scheme does not allow to implement Suspend/Resume feature in a way that would fulfill Suspend/Resume’s goal for improving User experience.


Lack of IOP and inability to properly implement the resumption of sync using the current spec wording leads to user’s data corruption and /or loss, or high number of slow syncs resulting in increasing charges and time to sync.


The nature of OMA DS 1.2 does not imply major changes to e.g. anchors mechanisms, also, the 1.2 version is now in a candidate state and needs to be released to gather more feedback from implementers, allowing OMA DS to solve the issues mentioned above. Thus, we’re presenting requirements for OMA DS 2.0, that do not exactly introduce any new functionality, but cover aspects that were not covered by 1.2 when introducing certain features, e.g. IOP, ease of implementation etc.


The use cases presented as a base for requirements are similar to the use cases 1.2 was based on, however, since 1.2 was not able to cover these use cases properly, they are presented for OMA DS 2.0 as a base for major specification improvements.

5.14.1  ASK  \* MERGEFORMAT Short Description


Alex usually performs syncs of his calendar on his way to the office to get an overview of the day ahead. Sometimes during this process he gets into places where there’s no network. In spite of the interruptions Alex is able to sync his data successfully, quickly and keeping the charges low.


5.14.2 Actors


· User: Alex, initiator of the sync


· Data Sync Client: Data Sync Client implementation initiating the sync


· Data Sync Server: Data Sync Server implementation processing the sync request


5.14.2.1 Actor Specific Issues


· Data Sync Client is a ‘thin client’, i.e. implemented as simply as possible. Data Sync Client doesn’t do any complex processing or conflict resolution.


· Data Sync Server is able to do complex processing and conflict resolution.


5.14.2.2 Actor Specific Benefits


· User is able to decrease the time spent synchronizing the data.


· User is able to decrease charges and thus save money.


· User does not have to worry about network coverage when performing a sync.


5.14.3 Pre-conditions

· Previous sync finished successfully


5.14.4 Post-conditions


· Sync is finished successfully


· No data corruption or loss occurred due to sync interruption


· Data Sync Client and Data Sync Server are in sync


· Next sync is a fast sync


5.14.5 Normal Flow


1. User makes changes on his mobile device and the portal


2. User initiates the sync using the user interface.


3. When the sync starts, User walks into an elevator. He sees the screen say ‘Authorizing’.


4. Network fails and sync is interrupted.


5. User gets off the elevator, network is available again. User initiates the continuation of sync using the user interface.


6. Sync is performed in minimal time and finishes successfully.


5.14.6 Alternative Flow 1


Steps 1-2 are identical to Normal Flow.


3. When the sync starts, User walks into an elevator. He sees the screen say ‘Sending data’.


Steps 4-5 are identical to Normal Flow


Sync is performed in minimal time and finishes successfully.


5.14.7 Alternative Flow 2


Steps 1-2 are identical to Normal Flow.


3. When the sync starts, User walks into an elevator. He sees the screen say ‘Receiving data’.


Steps 4-5 are identical to Normal Flow


Sync is performed in minimal time and finishes successfully.


5.14.8 Operational and Quality of Experience Requirements


The overall time of synchronization SHOULD be minimal. It MUST NOT significantly exceed the time of analogous synchronization with no interruptions.


The overall cost of synchronization SHOULD be minimal. It MUST NOT significantly exceed the cost of analogous synchronization with no interruptions.


5.15 Change of Data Sync Client or Data Sync Server


5.15.1  ASK  \* MERGEFORMAT Short Description


This use case covers interoperability issue between different Data Sync Clients and Data Sync Servers. User switches from one Data Sync Client to another and is able to have the same good sync experience.


5.15.2 Actors


· User: Alex, initiator of the sync


· Client 1 –  Data Sync Client implementation from Manufacturer 1


· Client 2 – Data Sync Client implementation from Manufacturer 2


· Server 1 – Data Sync Server implementation from Network Operator 1


· Server 2 – Data Sync Server implementation from Network Operator 2


5.15.2.1 Actor Specific Issues


· Data Sync Clients are ‘thin clients’, i.e. implemented as simply as possible. Data Sync Client doesn’t do any complex processing or conflict resolution.


· Data Sync Servers are able to do complex processing and conflict resolution.


5.15.2.2 Actor Specific Benefits


· User is able to switch from one Data Sync Client to another and still have good synchronization quality.


5.15.3 Pre-conditions

5.15.4 Post-conditions


· User is able to change Data Sync Client device and still maintain the good synchronization experience.


5.15.5 Normal Flow


1. Alex uses device with Client 1 for synchronization.


2. Alex performs his regular syncs including interruptions and resumptions. He is happy with sync quality.


3. Alex changes his device to a different one, with Client 2 built in.


4. Alex performs his regular syncs including interruptions and resumptions, getting the same overall quality as with Client 1.


5.15.6 Alternative Flow


· Having used Server 1 for some time, Alex decides to switch network operator and subscribes for sync service with Network Operator 2 using Server 2. He still uses the same device.


· Alex performs regular synchronizations including interruptions and resumptions using service from Server 2. He is able to maintain the same quality of synchronization.


5.15.7 Operational and Quality of Experience Requirements


None.


5.16 Ease of Data Sync Client/Server implementation


5.16.1  ASK  \* MERGEFORMAT Short Description


This use case covers benefits of the Data Sync Client/Data Sync Server implementers. Sync resumption is difficult to implement using 1.2 version of the protocol, but it should be clear and unambiguous in 2.0.


5.16.2 Actors


· Implementer: manufacturer of  a device, or a software company, producing Data Sync Client and/or Data Sync Server 


5.16.2.1 Actor Specific Issues


· none


5.16.2.2 Actor Specific Benefits


· Implementer is able to implement their Data Sync Client/Server in an interoperable, robust and simple way.


5.16.3 Pre-conditions

· Implementer did not implement Suspend/Resume feature in 1.2 version of the specification due to ambiguity of the specification.

5.16.4 Post-conditions


· Implementer provides interoperable solution.


5.16.5 Normal Flow


1. Implementer decides to include Suspend/Resume implementation into its Data Sync Client/Server.


2. Implementer researches the spec and performs a development of the feature.


3. Data Sync Client/Server is tested for IOP and is found Interoperable with other Data Sync Clients/Servers.


5.16.6 Operational and Quality of Experience Requirements


· The amount of development time SHOULD be as minimal as possible


· The complexity of the implementation (and amount of potential errors accordingly) SHOULD be as minimal as possible.


Editor’s Note – the use cases in the follow sections come from OMA-DS-2005-0147-INP_RD_For_Filtering

5.17 Use Case I&E, E-mail filtering


Data Sync Server data stores frequently contain much more data than can fit into small devices. Other aspects of the protocol enable Data Sync Clients and Data Sync Servers to indicate data store capacity and therefore avoid data overflow conditions, however it is often the case that small devices only want to synchronize a particular, prioritised subset of the data that resides in the Data Sync Server’s data store (referred to from this point forth as record filtering). Devices could also allow users to override the level of support for certain properties previously defined in the device info structure (referred to from this point forth as field filtering). 

Such capabilities are introduced in OMA DS 1.2 using filtering. Filtering specification consists of the declaration of filtering capabilities that is done in DevInf block, and definition of filter itself that is done within the Target element for particular data store. There are two kinds of filter: record filter, that describes what items should by synchronized, and field filter, that describes what fields and in what form and/or format should be synchronized by overriding the field definitions provided in DevInf/CTCap element.


The following issues have been identified preventing user from using the filtering to full extent:


· It is impossible to specify a combination of record and field filtering. There may only be one type of filter per data store per sync.


· When using field filter no more than one field can be overridden.


· Filtering capabilities can only be specified per data store and not per individual mime type within data store.


· Only one content type per data store can be filtered, which implies that only one mime type (content type) per data store can be synced.


The use cases below cover the missing features and provide base for additional requirements for filtering that should initiate work on filtering improvements. The target protocol version is 2.0. 


5.17.1  ASK  \* MERGEFORMAT Short Description


This use case describes filtering of e-mail implying the usage of combination of record and field filtering and illustrates the case of overriding multiple fields in field level filtering.


5.17.2 Actors


· User: user wishing to retrieve e-mails from a enterprise server


· Device: device supporting OMA DS protocol.


· Enterprise e-mail Server: e-mail server supporting OMA DS protocol.


5.17.2.1 Actor Specific Issues


· Device has specific UI allowing the User to select the subset of information to retrieve from the Enterprise e-mail Server


5.17.3 Actor Specific Benefits


· User is able to retrieve the minimum desired set of information, thus minimizing costs of data transfer


5.17.4 Pre-conditions

· User has e-mail account on the Enterprise e-mail Server

· Device supports filtering


· Enterprise e-mail Server supports filtering


5.17.5 Post-conditions


· User receives desired information


5.17.6 Normal Flow


1. Using UI on device User chooses to retrieve e-mail received during the last 24 hours. User only wants to see e-mail Subjects, From, To fields and first 10Kb of Body text.


2. User initiates sync.


3. Device performs normal sync according to OMA DS rules.


4. Sync finishes successfully. Only e-mails received in the past 24 hrs, Subjects, From, To and first 10Kb of Body are delivered.


5.17.7 Alternative Flow


1. Using UI on device User chooses to retrieve e-mail received during the last 24 hours. User only wants to see e-mail Subjects, From, To and 10Kb of Body fields. However, if the priority of the message is high, then User wants to get the whole Body of the message.


2. User initiates sync.


3. Device performs normal sync according to OMA DS rules.


4. Sync finishes successfully. Only e-mails received in the past 24 hrs, Subjects, From, To and first 10Kb of Body are delivered for messages with normal priority. The whole Body is delivered for messages with High priority.


5.17.8 Operational and Quality of Experience Requirements


5.18 Use Case I&E, Filtering of E-mail Hierarchy


This use case brings the simple case of hierarchy filtering. However, the topic of hierarchy filtering is broader and is not covered in this document. 


5.18.1  ASK  \* MERGEFORMAT Short Description


This use case describes filtering of e-mail hierarchy (with folders) implying the usage of filtering 2 content types per data store.


5.18.2 Actors


· User: user wishing to retrieve e-mails from an enterprise server


· Device: device supporting OMA DS protocol.


· Enterprise e-mail Server: e-mail server supporting OMA DS protocol.


5.18.2.1 Actor Specific Issues


· Device has specific UI allowing the User to select the subset of information to retrieve from the Enterprise e-mail Server


· E-mail messages on the Enterprise e-mail Server are organized into the hierarchy of folders :
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Folder : VIP Feature Requests


Message 1: RCVD = TODAY
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Message 4: RCVD = TODAY


Message 5: RCVD = LAST MONTH




Figure 1 Message hierarchy


· User wants to sync a subset of folders only, but is not willing to flatten the structure on the device, i.e. folders must be delivered to the device as well.


5.18.2.2 Actor Specific Benefits


· User is able to retrieve the minimum desired set of information, thus minimizing costs of data transfer


5.18.3 Pre-conditions


· User has e-mail account on the Enterprise e-mail Server

· Device supports filtering


· Enterprise e-mail Server supports filtering


5.18.4 Post-conditions


· User receives desired information


5.18.5 Normal Flow


1. Using UI on device User chooses to retrieve e-mail from the folders with names containing ‘VIP’ and only messages received in the past 24 hrs (see Figure 2 Message hierarchy ).


2. User initiates sync.


3. Device performs normal sync according to OMA DS rules.


4. Sync finishes successfully. Device contains the following data :
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5.18.6 Alternative Flow


5.18.7 Operational and Quality of Experience Requirements


Editor’s Note – the use cases in the follow section are from OMA-DS-2005-0059R02-always-on-usecases

Action Point:  fill in missing information in the sections below.  The original document was created when there was an earlier template. 

5.19 Always On Synchronization 

Always-On is a new feature being proposed for the OMA DS specification. It will allow the data stored on Data Sync Clients and Data Sync Servers to always be synchronized. Whenever changes are detected on one side, without user intervention, the system will initiate a synchronization session. This feature allows the User’s data to always be synchronized, without the User noticing how and when all of the operations happened greatly enhancing the user experience.


5.19.1  ASK  \* MERGEFORMAT Short Description


The User does not want to manually and explicitly (via device UI) initiate every synchronization with the Data Sync Server from his device.  He just wants the device to automatically contain up-to-date information  (eg. PIM, Email) whenever he views the data on his device, and he wants any updates that he makes on his device to be automatically propagated to the Data Sync Server.    


5.19.2 Actors


5.19.2.1 Actor Specific Issues


5.19.2.2 Actor Specific Benefits


5.19.3 Pre-conditions

5.19.4 Post-conditions


5.19.5 Normal Flow


5.19.6 Alternative Flow 1 - End User Turns Always On functionality ON/OFF


The User wants to be able to Turn the Always On functionality ON and OFF


5.19.7 Alternative Flow 2 - End User changes the filter settings while the Always On Functionality is active.


User has a 


5.19.8 Alternative Flow 3 - End User performs a manual sync while Always On is activated

Although the User is normally satisfied with the automatic updates his device receives and propagates when using his default filters, he is at the airport, about to board a plane and wants to receive all of the text, including attachments, of the emails he has received from a customer in the last 2 weeks so he can review them during the plane ride to visit the customer.  He is able to change his filters (see 8.3 above) but also wants to be able to force a manual sync to retrieve the full set of emails from the customer.


5.19.9 Operational and Quality of Experience Requirements


5.20 Administrator makes changes to the synchronization settings while the Always On function is active


5.20.1  ASK  \* MERGEFORMAT Short Description


In this use case, the Administrator has made changes to settings that will affect future User’s synchronization sessions. The system’s response should depend on the settings changes, and could range from nothing, to restarting the logical synchronization setting. In fact, if we don’t want to force synchronization, it might be useful to have a way to simply open a session.   In some cases, synchronization may be forced by these changes, and in others, no sync is required by the changes.   Also, the changed settings may have to be propagated to the Data Sync Client.


5.20.2 Actors


5.20.2.1 Actor Specific Issues


5.20.2.2 Actor Specific Benefits


5.20.3 Pre-conditions

5.20.4 Post-conditions


5.20.5 Normal Flow - Connectivity parameters change


In this example, the Administrator has changed the Users connectivity settings. The Data Sync Client will have to reconnect to the Data Sync Server once the new settings take effect.


Steps:


1. The Administrator changes the synchronization settings.


2. The settings changes are propagated to the Data Sync Client. This can happen either automatically (i.e., with OMA DM) or manually. For the purposes of this use case, however, it does not matter how the change occurs.


3. The logical session and transport are broken.


4. The Data Sync Client re-establishes the transport connection between the Data Sync Client and the Data Sync Server.


5. Sync initialization takes place. The Data Sync Client initiates an incremental synchronization session with the Data Sync Server. The logical synchronization session is now established between the Data Sync Client and the Data Sync Server, and both the Data Sync Client and the Data Sync Server are responsible of maintaining the session until the session is finalized.


6. In synchronization phase the Data Sync Client first sends its updates to the Data Sync Server, after which the Data Sync Server sends its updates to the device. Data Sync Client sends necessary status and map commands to the Data Sync Server.


7. Transport is disconnected.


8. Both the Data Sync Server and the Data Sync Client are in sync, and the logical session is maintained.


5.20.6 Alternative Flow 1 - Settings change that force a synchronization


Steps:


1. The Administrator changes the synchronization settings.


2. The settings changes are propagated to the Data Sync Client. This can happen either automatically (i.e., with OMA DM) or manually. For the purposes of this use case, however, it does not matter how the change occurs.


3. Both the Data Sync Client and Data Sync Server evaluate the state of the data stores. One side or the other detects that a synchronization needs to take place.


4. Sync initialization takes place. The Data Sync Client initiates an incremental synchronization session with the Data Sync Server. The logical synchronization session is now established between the Data Sync Client and the Data Sync Server, and both the Data Sync Client and the Data Sync Server are responsible of maintaining the session until the session is finalized.


5. In synchronization phase the Data Sync Client first sends its updates to the Data Sync Server, after which the Data Sync Server sends its updates to the device. Data Sync Client sends necessary status and map commands to the Data Sync Server.


6. Transport is disconnected.


7. Both the Data Sync Server and the Data Sync Client are in sync, and the logical session is maintained.


5.20.7 Alternative Flow 2 - Settings change that don’t force a synchronization


Steps:


1. The Administrator changes the synchronization settings.


2. The settings changes are propagated to the Data Sync Client. This can happen either automatically (i.e., with OMA DM) or manually. For the purposes of this use case, however, it does not matter how the change occurs.


3. Both the Data Sync Client and Data Sync Server evaluate the state of the data stores. Neither one requires a synchronization, so nothing extra happens. Both the Data Sync Server and the Data Sync Client are in sync, and the logical session is maintained.


5.20.8 Operational and Quality of Experience Requirements


5.21 Administrator changes the filter settings while Always On Sync is active 

5.21.1  ASK  \* MERGEFORMAT Short Description


This use case is similar to the use case where the user changes filter settings, except the changes are most likely to occur on the Data Sync Server. This might cause a synchronization event because the filter change could add or delete items from the filter list.


5.21.2 Actors


5.21.2.1 Actor Specific Issues


5.21.2.2 Actor Specific Benefits


5.21.3 Pre-conditions

Data Sync Client and Data Sync Server are configured for synchronization with each other and have an active Always-On session.

5.21.4 Post-conditions


5.21.5 Normal Flow


Steps:


1. The User changes the filter settings on the Data Sync Server.


2. The Data Sync Server determines if the new filter settings will generate any updates that need to be sent to the Data Sync Client. If so, then the Data Sync Server initiates an abbreviated synchronization session. It sends the updates to the Data Sync Client, and the Data Sync Client responds with the appropriate return codes.


3. Transport is disconnected.


4. Both the Data Sync Server and the Data Sync Client are in sync, and the logical session is maintained.


Note that if the Data Sync Server does not generate any updates, it will not initiate a synchronization session.


5.21.6 Alternative Flow   


5.21.7 Operational and Quality of Experience Requirements


5.22 Always On Connectivity Cases


5.22.1  ASK  \* MERGEFORMAT Short Description


5.22.2 Actors


5.22.2.1 Actor Specific Issues


5.22.2.2 Actor Specific Benefits


5.22.3 Pre-conditions

5.22.4 Post-conditions


5.22.5 Normal Flow –Roaming

This case covers options to handle roaming. It probably won’t affect anything in the specification itself, but it might force some requirements at the implementation level. For example, we might want to deactivate Always On when the user is roaming to reduce charges.


5.22.6 Alternative Flow 1 – Bearer Switching (should not break a logical session)


This is the use case that covers bearer switching. In theory, everything should operate seamlessly, and the User should never notice. We might want to represent this as a requirement, since the real use case will really affect the implementation, not the specification.


5.22.7 Alternative Flow 2 – Local Connectivity


This use case covers the situation where the User wants to use local connectivity (i.e., Bluetooth, cradle, etc.) to connect to the Data Sync Server. Again, this should work in a seamless fashion, and will be covered in more detail in the bindings specifications.


5.22.8 Operational and Quality of Experience Requirements


5.23 Always On Sync Connectivity Loss


5.23.1  ASK  \* MERGEFORMAT Short Description


In this use case, the user has Always On Synchronization activated but experiences a connectivity loss. When the connectivity is restored, the Data Sync Client and Data Sync Server should both determine if they need to do a sync and initiate one if necessary. Note that we might need to start a new logical session as well as a new physical session. We might want to expand this use case to cover all of the possible combinations. 


5.23.2 Actors


5.23.2.1 Actor Specific Issues


5.23.2.2 Actor Specific Benefits


5.23.3 Pre-conditions

Data Sync Client and Data Sync Server are configured for synchronization with each other and have an active Always-On session.


5.23.4 Post-conditions


5.23.5 Normal Flow


Steps:


1. Connectivity is lost between the Data Sync Client and the Data Sync Server.


2. The Data Sync Client attempts to reconnect to the Data Sync Server but eventually fails. The details of this step are mostly implementation defined, but the important part is that the Data Sync Client eventually recognizes that the connection has been permanently lost.


3. The logical session is destroyed.


4. At some point in the future, the Data Sync Client and Data Sync Server re-establish connectivity.


5. Sync initialization takes place. The Data Sync Client initiates an incremental synchronization session with the Data Sync Server. The logical synchronization session is now established between the Data Sync Client and the Data Sync Server, and both the  Data Sync Client and the Data Sync Server are responsible of maintaining the session until the session is finalized.


6. In synchronization phase the Data Sync Client first sends its updates to the Data Sync Server, after which the Data Sync Server sends its updates to the device. Data Sync Client sends necessary status and map commands to the Data Sync Server.


7. Transport is disconnected.


8. Both the Data Sync Server and the Data Sync Client are in sync, and the logical session is maintained.


5.23.6 Alternative Flow   


5.23.7 Operational and Quality of Experience Requirements


5.24 Always On Authentication issues


5.24.1  ASK  \* MERGEFORMAT Short Description


This use case broadly covers different authentication problems that might occur. The current standard covers the case if the user’s credentials are invalid. However, we also want to consider the situation where the user’s password changes during a logical session. 


5.24.2 Actors


5.24.2.1 Actor Specific Issues


5.24.2.2 Actor Specific Benefits


5.24.3 Pre-conditions

· Data Sync Client and Data Sync Server are configured for synchronization with each other. 


· In the case of the Alternate Flow, the Data Sync Server has some way of knowing when a User’s credentials have aged.


5.24.4 Post-conditions


5.24.5 Normal Flow - Invalid credentials


Steps:


1. Transport connection established between the Data Sync Client and the Data Sync Server.


2. Sync initialization takes place. The Data Sync Server fails to authenticate the credentials sent by the Data Sync Client.


3. The Data Sync Server returns the appropriate error code and terminates the logical session. 


4. Transport is disconnected.


5.24.6 Alternative Flow - Credentials changed


Steps:


1. Transport connection established between the Data Sync Client and the  Data Sync Server.


2. Sync initialization takes place. The Data Sync Server attempts to authenticate the user, but the Authentication Server indicates that the user’s credentials are no longer valid.


3. The Data Sync Server returns the appropriate error code to the Data Sync Client. It does not terminate the logical session.


4. Transport is disconnected.


5. The User can then update his credentials and initiate another session.


5.24.7 Operational and Quality of Experience Requirements


Editor’s Note – the use cases in the two sections below came from OMA-DS-2005-0121R02-SMS-Synchronization-Use-Case.
Action Point: Derived Requirements for these use cases still need to be added, currently there are none.


5.25 Consumer Short Message Synchronization


5.25.1  ASK  \* MERGEFORMAT Short Description


As fashion youth, Tom will send and receive a large number of short messages.  Short messages are one of his most important communication methods and some of them are much cherished by him. When his device memory is full, he would choose to save these short message to Data Sync Server owned by the Network Operator.


Tom can also reverse the sync operation and restore the messages from the  Data Sync Server whenever needed.

5.25.2 Actors


· Device: a device which supports UI for short message synchronization.

· Data Sync Server: server which will may UI for subscriber to trigger backup reversely.

· User

5.25.3 Actor Specific Issues


5.25.4 Actor Specific Benefits


· User: Tom,  user will enjoy the ability to preserve cherished short messages.

· Network Operator:  The Operator can increase the revenue from providing a fashion service for the customer

5.25.5 Pre-conditions

GPRS session can be set up correctly.


The User has proper ID/password to access the  Data Sync Server.


The  Data Sync Client on the device has access to the short message store.

5.25.6 Post-conditions


Tom has successfully backed up his short messages on the  Data Sync Server.


5.25.7 Normal Flow


1. Tom sets up GRPS connection.


2. He opens the UI on the device to choose short message sync on the received message folder. 

3. The sync session is established between the Data Sync Client on the device and the  Data Sync Server.

4. Short messages are transferred to the Data Sync Server in the background.

5. The sync operation is finished successfully.


5.25.8 Alternative Flow


1. Tom can choose short message synchronization from sending folder, draft folder, etc.


2. Tom can restore the short messages stored on the  Data Sync Server to his device.


3. Tom can also receive a request from the Data Sync Server to transfer messages to the device from  Data Sync Server. The request is initiated via the Internet.

5.25.9 Operational and Quality of Experience Requirements


5.26 CRM Local Message Synchronization

5.26.1  ASK  \* MERGEFORMAT Short Description


As a marketing professional, Jane uses an Enterprise Customer Relationship Management (CRM) system.  This associates all of her meeting records, contacts information and emails so that she can access all of her information about each customer.


Because of the increasing power of her mobile device, Jane is making increasing use of text messages, and multimedia messages to and from her customers.  Without these messages, her CRM system has incomplete information.  Additionally, the CRM system would benefit from holding her call logs and any other message records that are not retained on external servers.  Therefore, she needs a sync system that copies local messages and message information from her mobile device to the server.

5.26.2 Actors


· Device: device which supports UI for short message synchronization.

· Data Sync Server: which integrates with the Enterprise CRM system,

· Enterprise CRM  System: which integrates a range of contact, meeting and message information,

· User

5.26.3 Actor Specific Issues


5.26.4 Actor Specific Benefits


· User: The User will be able to access all of their communications with each customer,

· Enterprise CRM Systems: CRM system is able to keep track of all the message exchanges for one Data Sync Client regardless of the type of communication,

· Network Operator:  The Network Operator can increase the revenue from providing a service for the customer.

5.26.5 Pre-conditions

GPRS session can be set up correctly.


The User has proper ID/password to access the  Data Sync Server.


The  Data Sync Client on the device has access to the appropriate message stores (text message, MMS message or call logs).


The  Data Sync Server is integrated with the CRM system.

5.26.6 Post-conditions


The CRM system has access to all local messages and message information.

5.26.7 Normal Flow


1. Jane sets up GRPS connection.


2. She opens the UI on the device to choose local message (SMS and MMS) sync on the sent and received message folders and call log sync. 

3. The sync session is established between the Data Sync Client on the device and the Data Sync Server.

4. Messages and call logs are transferred to the  Data Sync Server in the background.

5. The sync operation is finished successfully.


5.26.8 Alternative Flow


1. Jane uses the CRM service to prepare a visit to a customer


2. She chooses to restore/ retrieve all her messages (SMS, MMS, etc.) exchanged with a specific customer on her handset.


3. The  Data Sync Server associated with the CRM system sets up filtering and initiates a one way synchronisation with/to  the handset  


4. Messages and call logs are transferred to the handset for reference.


5.26.9 Operational and Quality of Experience Requirements


Editor’s Note – the use cases in the two sections below came from
OMA-DS-2005-0135-INP_SMS_transport_for_SAN_and_use_cases
Action Point: Derived Requirements for these use cases still need to be added, currently there are none.


5.27 SAN package contained in a single SMS


5.27.1  ASK  \* MERGEFORMAT Short Description


SAN package is sent to a Data Sync Client in a single SMS.


5.27.2 Actors


· Data Sync Client 


·  Data Sync Server 


· Notification Server: server sending the notification.

· User


· Synchronization Service Provider


5.27.2.1 Actor Specific Issues


· Data Sync Client : must support SMS transport for SAN.


· Data Sync Server : sent notification must be contained in single SMS


5.27.2.2 Actor Specific Benefits


· For the User : He doesn't have to launch manually his synchronisation


· For the User : His data are synchronized only when needed, no extra charge for unchanged data.

· For the Synchronization Service Provider: notification allows a better quality of service since data are synchronized only when needed.


· For the Synchronization Service Provider: notification allows "load balancing" of SyncML sessions.


· For the Synchronization Service Provider: SAN allows to develop new services based on information push and scheduling


· For the Synchronization Service Provider and Data Sync Client/Server providers : SMS is a protocol that is supported by almost all the existing mobile devices. This technology is massively used and mastered.


5.27.3 Pre-conditions


· Notification Server can send an SMS containing a SAN package (SAN package has to be short enough !).


· Notification  Server knows how to reach the device (its phone number)


· Data Sync Client is configured to accept SAN by SMS.


·  Data Sync Server is known by the Data Sync Client.


5.27.4 Post-conditions


· Data Sync Client has successfully parsed and interpreted the SAN package and acts as specified in the SAN specifications.


· Possibly, the Data Sync Client has sent an acknowledgment to the Notification Server for this SAN package.


5.27.5 Normal Flow

1. Possibly, during first sync between Data Sync Client and Data Sync Server, the Data Sync Client declares supporting SMS as a transport for SAN

2. Notification Server sends an SMS containing the SAN package to the Data Sync Client.


3. Data Sync Client sends a SAN acknowledgment to the Data Sync Server 


4. Depending on the content of  <ui-mode> field, user acknowledges the synchronisation or synchronisation begins automatically.


5. Data Sync Client initiates the synchronisation with the  Data Sync Server


5.27.6 Alternative Flow


5.27.7 Operational and Quality of Experience Requirements


5.28 SAN by EMS or concatenated SMS


5.28.1  ASK  \* MERGEFORMAT Short Description


SAN is sent to a Data Sync Client in a single EMS or concatenated SMS 


5.28.2 Actors


· Data Sync Client  


· Data Sync Server 


· Notification Server: server sending the notification.

· User


· Synchronization Service Provider


5.28.2.1 Actor Specific Issues


· Data Sync Client: must support SAN by SMS and SMS concatenation or EMS


· Data Sync Server: sent notification must be contained in single SMS


5.28.2.2 Actor Specific Benefits


· For the User:  He doesn't have to launch manually his synchronisation


· For the User: His data are synchronized only when needed, no extra charge for unchanged data.

· For the Synchronization Service Provider: notification allows a better quality of service since data are synchronized only when needed.


· For the Synchronization Service Provider: notification allows "load balancing" of OMA DS sessions.


· For the Synchronization Service Provider: SAN allows to develop new services based on information push and scheduling


· For the Synchronization Service Provider and Data Sync Client/Server providers: EMS is a protocol that is supported by almost all the existing devices. This technology is massively used and mastered, interoperability problems are solved.


5.28.3 Pre-conditions

· Notification Server can send SAN package contained in multiple SMS or EMS.


· Notification  Server knows how to reach the device (its phone number)


· Data Sync Client is configured to accept SAN by SMS or EMS or concatenated SMS


· Data Sync Server is known by the Data Sync Client.


5.28.4 Post-conditions


· Data Sync Client has successfully parsed and interpreted the SAN package and acts as specified in the SAN specifications.


· Data Sync Client has sent an acknowledgment to the Notification Server for this SAN package.


5.28.5 Normal Flow

1. Possibly, during first sync between Data Sync Client and Data Sync Server, the  Data Sync Client declares supporting EMS/concatenated SMS as a transport for SAN.

2. Notification Server sends an SMS containing the SAN package to the Data Sync Client.


3. Possibly, Data Sync Client sends a SAN acknowledgment to the Data Sync Server 


4. Depending on the content of <ui-mode> field, User acknowledges the synchronisation or synchronisation begins automatically.


5. Data Sync Client initiates the synchronisation with the  Data Sync Server


5.28.6 Alternative Flow


5.28.7 Operational and Quality of Experience Requirements


Editor’s Notes: the uses cases in the following sections are from
OMA-DS-2005-0144-INP_RD_for_enhancing_OMA_DS_syntax_and_readability

5.29 Use of XML schemas


5.29.1 Short Description


Using XML Schemas to describe OMA DS syntax instead of DTDs.


5.29.2 Actors


· Data Sync Client implementer

·  Data Sync Server implementer

· OMA DS Working Group


5.29.2.1 Actor Specific Issues


5.29.2.2 Actor Specific Benefits


The use of XML Schemas instead of DTDs to describe OMA DS syntax offers the following benefits:


· For the OMA DS WG: XML Schemas provide easier maintenance as they are XML documents and can be automatically syntax checked.


· For the OMA DS WG:  XML schemas propose lots of built-in data types (integer, string) and allow to define its own ones. This introduces a higher precision in the syntax and data description and decrease parsers complexity (by decreasing ambiguity). 


· For the OMA DS WG: it will be easier to make the protocol syntax evolve as XML Schemas are easy to refine, handle and validate.


· For the OMA DS WG: XML Schemas provide namespace management as well as XML Schemas inclusion – which is not the case with DTDs. This would enable the OMA DS WG to easily maintain OMA DS syntax integrity and coherence.


· For the  Data Sync Client/Server implementer : the use of  typed data, as well as value lists, value choices, etc. allows easier and better SyncML messages conformance verification thus provides better interoperability between Data Sync Clients and Data Sync Servers.


· For the  Data Sync Client/Server implementer: Since XML schemas can be translated  in ASN.1 modules, SyncML messages compression/encryption is made possible using  packed encoding rules.


5.29.3 Pre-conditions

OMA DS Working Group uses XML Schemas to describe the syntax of version X.Y of the protocol 


 Data Sync Client implementer has a product respecting version X.Y of the protocol 


Data Sync Server implementer has a product respecting version X.Y of the protocol 


5.29.4 Post-conditions


Data Sync Client implementer has a product respecting the X.Y version of the protocol and datatypes defined in XML schemas


Data Sync Server implementer has a product respecting the X.Y version of the protocol and datatypes defined in XML schemas


5.29.5 Normal Flow


· OMA DS Working Group provides on the OMA portal a new release of the protocol including definition of XML schemas.


·  Data Sync Client/Servers implementers use XML schemas datatype to modify if needed its SyncML message parser.


· The implementer may use a XML Schema validator to check datatype validity when handling SyncML messages.


5.29.6 Alternative Flow


5.29.7 Operational and Quality of Experience Requirements


5.30 Simplified syntax


5.30.1  ASK  \* MERGEFORMAT Short Description


Using a simplified syntax allows to reduce OMA DS package parser/generator complexity. 


5.30.2 Actors


·  Data Sync Client implementer

·  Data Sync Server implementer

· User 


5.30.2.1 Actor Specific Issues


None

5.30.2.2 Actor Specific Benefits


· For the Data Sync Client/Server implementer, a simplified syntax is less ambiguous and leads to simpler parsers/generators implementation.


· For the Data Sync Client/Server implementer, a less ambiguous syntax implies a better interoperability between different implementations.


· For the User: data synchronization will be more efficient 


5.30.3 Pre-conditions

· Both Data Sync Server and Data Sync Client support simplified syntax – described by either DTD or XML Schemas.


5.30.4 Post-conditions


· Sync is finished successfully 


· Data Sync Client and Data Sync Server are in sync


5.30.5 Normal Flow


5. Data Sync Client initiates sync with a package respecting the modified syntax.


6. Data Sync Server accepts the sync request.


7. Synchronization continues with packages respecting the simplified syntax.


5.30.6 Alternative Flow


None


5.30.7 Operational and Quality of Experience Requirements


None.

6. Requirements
(Normative)


6.1 High-Level Functional Requirements

6.1.1 General


		Label

		Description

		Enabler Release



		GEN-1

		In the beginning of every synchronization session (including sync continuation session) Data Sync Client and Data Sync Server SHOULD be able to determine both their own synchronization state and the state of the other participant. 

		1.3



		GEN-2

		It SHOULD be possible for a user to have multiple simultaneous logical sessions open. .) It SHOULD be possible to synchronize multiple data stores on a Data Sync Client. These data stores shall be kept synchronized with different logical sessions.   It SHOULD also be possible to have the same account synchronized with multiple devices simultaneously. (Essentially, this means that each device must have a separate session ID) 




		1.3



		GEN-3

		If a connection is lost, the synchronization state SHOULD be re-established in a minimal amount of time and data transfer, without user interaction.




		1.3



		GEN-4

		Data Sync Client MUST be able to detect that the IP address of the device has changed.

		1.3



		GEN-5

		A user SHOULD be able to check if the device is up to date without synchronizing the device data to the Data Sync Server.




		1.3



		GEN-6

		The solution MUST allow the user to specify multiple server accounts for both PIM and Email.




		1.3



		GEN-7

		The solution MUST allow the user to perform all valid actions for that data type (sending mail, receiving headers, editing PIM items, etc.).




		1.3



		GEN-8

		The type of trigger mechanism used to initiate the synchronization session should not affect the flow of the operation. Also, the trigger type SHOULD be transparent to the user.




		1.3



		GEN-9

		Data Sync Client and Data Sync Server  MUST support parsing and generation  of packages respecting the simplified syntax

		1.3



		GEN-10

		Enabler MUST be robust enough to operate normally and useably when there is an intermittent or unreliable connection between the Data Sync Client and Data Sync Server.

		1.3





Table 1: High-Level Functional Requirements – General Items

6.1.2 Features

6.1.2.1 Filtering

		Label

		Description

		Enabler Release



		FILTER-1

		Enabler MUST allow a user to specify multiple combinations of record and field filter definitions.


[‎5.17 Use Case I&E, E-mail filtering]

		1.3



		FILTER-2

		Enabler MUST allow a user to override more than one field when specifying field filtering.


[‎5.17 Use Case I&E, E-mail filtering]

		1.3



		FILTER-3

		Enabler MUST allow a user use filtering on different content types in one data store in one sync, e.g. folders and e-mail in one data store.


 [ ‎5.18 Use Case I&E, Filtering of E-mail Hierarchy]

		1.3



		FILTER-4

		There SHOULD be a set of well-defined filter names. The thought is that the Data Sync Client/User can choose these filters from a list. It will also provide a reference list of filters.




		1.3



		FILTER-5

		The Data Sync Client and the Data Sync Server SHOULD be able to re-define the filtering rules within the logical session with minimal amount of data transfer.  




		1.3





Table 2: High-Level Functional Requirements – Filtering Items

6.1.2.2 Reduce Traffic

		Label

		Description

		Enabler Release



		REDU-1

		The amount of information that needs to be exchanged to determine the sync state SHOULD be minimal.

		1.3



		REDU-2

		During sync continuation the amount of information that needs to be re-sent SHOULD be minimal.

		1.3



		REDU-3

		Enabler MUST declare a list of common compression/decompression techniques that all implementations SHALL support.

		1.3



		REDU-4

		Enabler SHOULD declare a list of additional compression/decompression techniques that all implementations SHOULD/MAY support.

		1.3



		REDU-5

		During the initialization, Data Sync Client and Data Sync Server MUST declare which compression technique they support for package exchanges.

		1.3





Table 3: High-Level Functional Requirements – Reduce Traffic Items

6.1.2.3 Synchronization Type

		Label

		Description

		Enabler Release



		TYPE-1

		A user MAY choose a one way sync type for the first synchronization between a Data Sync Client and a Data Sync Server.

		1.3



		TYPE-2

		After an unsuccessful one way sync, the next synchronization MAY be a one way slow sync

		1.3



		TYPE-3

		If the sync has interrupted, it MUST be able to be continued from the point of interruption without initiating the slow sync.


[‎5.14 Sync Interruption & Continuation]

		1.3





Table 4: High-Level Functional Requirements – Synchronization Type Items

6.1.2.4 Protocol Enhancement

		Label

		Description

		Enabler Release



		PROC-1

		Data Sync Client MUST send acknowledgement when receiving synchronization notifications



		1.3



		PROC-2

		If the sync has interrupted, it MUST be able to be continued from the point of interruption without initiating the slow sync.


[‎5.14 Sync Interruption & Continuation]

		1.3



		PROC-3

		Data Sync Client and Data Sync Server MUST support new “CharSet” element to Property element. Data Sync Server MUST truncate property value according to the specified charset from Data Sync Client.

		1.3



		PROC-4

		Data Sync Client and Data Sync Server MAY support to specify the Source element hierarchical level of “./devinf12” for putting partial device information

		1.3



		PROC-5

		Data Sync Client and Data Sync Server MAY support to specify the Target element hierarchical level of “./devinf12” for getting partial device information

		1.3



		PROC-6

		Object file and hierarchical description corresponding to device information document


		1.3



		PROC-7

		Data Sync Client and Data Sync Server SHALL send free memory per message as Alert by reflecting the database operation during the sync session. (To change parent from Sync to Alert) 

		1.3



		PROC-8

		Data Sync Client and Data Sync Server SHALL send number of change as Alert. (To change parent from Sync to Alert)

		1.3



		PROC-9

		Data Sync Client and Data Sync Server SHALL support a new “SyncStatus” element before SyncHdr element for taking an efficient action by application.  “SyncStatus” element is simplified version of Status element.

		1.3





Table 5: High-Level Functional Requirements – Protocol Enhancement Items

6.1.2.5 Real-time Synchronization

		Label

		Description

		Enabler Release



		REAL-1

		

		



		

		

		



		

		

		





Table 6: High-Level Functional Requirements – Real-time Synchronization Items

6.1.2.6 Data Object Content Format

		Label

		Description

		Enabler Release



		DSDO-1

		

		





Table 7: High-Level Functional Requirements – Data Object Content Format Items

6.1.3 Security


		Label

		Description

		Enabler Release



		SEC-1

		Spoofing and replay attacks require two-way authentication to prevent them. The logical session could also be closed once the authentication expires.


		1.3



		

		

		



		

		

		





Table 8: High-Level Functional Requirements – Security Items


6.1.4 Charging


		Label

		Description

		Enabler Release



		CHAR-1

		

		



		

		

		



		

		

		





Table 9: High-Level Functional Requirements – Charging Items


6.1.5 Administration and Configuration


		Label

		Description

		Enabler Release



		ADMIN-1

		

		



		

		

		



		

		

		





Table 10: High-Level Functional Requirements – Administration and Configuration Items


6.1.6 Usability


		Label

		Description

		Enabler Release



		USAB-1

		It MUST be possible to stop the sync at any time per Data Sync Client’s request. 

		1.3



		USAB-2

		It MUST be possible to continue any interrupted sync per Data Sync Client’s request. 


[‎5.14 Sync Interruption & Continuation]

		1.3



		USAB-3

		When connectivity becomes unavailable sync MUST be able to be stopped in such a way that allows it to continue afterwards.


[‎5.14 Sync Interruption & Continuation]

		1.3



		USAB-4

		Ability to continue the sync MUST NOT significantly increase the total amount of synchronization time. (SeeHLF-19, HLF-21).

		1.3



		USAB-5

		Data Sync Client-side processing SHOULD be as minimal as possible.

		1.3





Table 11: High-Level Functional Requirements – Usability Items


6.1.7 Interoperability


		Label

		Description

		Enabler Release



		IOP1

		Data Sync Client and Data Sync Server MUST support all compression/decompression techniques listed by the enabler as the minimum common set .

		1.3



		IOP2

		Data Sync Client and Data Sync Server SHOULD use one of the compression techniques listed by the enabler for their sync operations. In case one of the latter’s does not support any (de)compression technique the other MUST be able to exchange uncompressed data. 




		1.3



		IOP3

		During the initialization, Data Sync Client and Data Sync Server MUST agree on the compression technique that will be used for the rest of the session.

		1.3



		IOP4

		Data Sync Client SHOULD check that Data Sync Server support CharSet to use for Data Sync Server side truncation of Property value.

		1.3



		IOP-5

		Enabler MUST define unambiguous behaviour for Data Sync Client and Data Sync Server at any point in time during synchronization including moment of sync interruption and continuation.

		1.3



		IOP-6

		Data Sync Client and Data Sync Server MUST NOT make any arbitrary presumptions about other participant’s behaviour, but MUST be able to perform a sync following enabler rules only.

		1.3



		IOP-7

		Data Sync Client and Data Sync Server MUST be interoperable and produce consistent sync results.


[‎5.15 Change of Data Sync Client or Data Sync Server]

		1.3



		IOP-8

		Enabler MUST be unambiguous and easy to implement.


[‎5.16 Ease of Data Sync Client/Server implementation]

		1.3



		IOP-9

		Enabler syntax SHOULD described by accurate XML Schemas [XMLSCHM0]

		1.3



		IOP-10

		Enabler syntax SHOULD propose the use of namespace prefixes

		1.3



		IOP-11

		Enabler syntax SHOULD make good use of namespace inheritance rules [XMLNS]

		1.3



		IOP-12

		Enabler MUST respect [XMLNS]  recommendation on namespace syntax (e.g. be able to handle prefixes and namespace inheritance)

		1.3



		IOP-13

		Enabler MUST respect simplified syntactic rules 

		1.3



		

		

		





Table 12: High-Level Functional Requirements – Interoperability Items


6.1.8 Privacy


		Label

		Description

		Enabler Release



		PRIV-1

		

		



		

		

		



		

		

		





Table 13: High-Level Functional Requirements – Privacy Items


6.2 

		

		

		



		

		

		



		

		

		



		

		

		







Appendix A. Change History
(Informative)
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		All

		Make terms consistent across document based on common terms DS WG discussed and agreed.





Appendix B. Use cases under discussion

Editor’s Note:  The following sections are from OMA-DS-2005-0059R02-always-on-usecases but were not included in the main body of RD yet because they were not simple to place.

Action Point:  WG should discuss and decide if these sections should be in this RD and if so where they would they go.

B.1 Anchor Mismatch 

Group Comment:  Think we should remove this as it is too technical for Use Case.


In this use case, there is an anchor mismatch that occurs during an attempted synchronization. The default response when this happens is to force a full synchronization, but we should explore some different options to prevent the full synchronization. 


Preconditions: Data Sync Client and Data Sync Server are configured for synchronization with each other and have an active Always-On session.


Steps:


1. The device detects that there are modifications in the user’s datastore and it must initiate a synchronization session.


2. Sync initialization takes place. The Data Sync Client initiates an incremental synchronization session with the Data Sync Server, but there is an anchor mismatch.


3. The Data Sync Server responds with a request for a full synchronization.


4. In synchronization phase all data from the Data Sync Client is first sent to the Data Sync Server, after which the Data Sync Server compares the items received from the device to the items the Data Sync Server has, and sends the necessary items to the device. Data Sync Client sends necessary status and map commands to the Data Sync Server.


5. Transport is disconnected.


6. Both the Data Sync Server and the Data Sync Client are in sync, and the logical session is maintained.


Ideally, there would be some way to prevent a full synchronization, but for now we must follow the specification.


B.2 User cancels synchronization

Group Comment:  We think this only applies to a Manually initiated Use Case…if the Always On concept succeeds, the end user is not aware of the synchronization and would not know to cancel it. 


This use case covers the situation where a user cancels a synchronization while the Always On feature is activated. The interesting question is whether the cancellation breaks logical synchronization session. If not, then the device UI would probably want to provide a separate way to do just that. 


Preconditions: Data Sync Client and Data Sync Server are configured for synchronization with each other and have an active Always-On session.


Steps:


1. The Data Sync Client and  Data Sync Server are conducting a synchronization session.


2. The user cancels the session.


3. Transport is disconnected, but the logical session is maintained.


B.3 Security Cases  


Comment:  Nina will take care of these in her Security Use Cases document.


B.3.1 Denial Of Service Attacks


This use case explores the possibility of a Denial Of Service attack. 


B.3.2 Spoofing Attacks


This use case explores the possibility of a Spoof attack. 


B.3.3 Replay Attacks


This use case explores the possibility of a Replay attack. 


B.3.4 “Fat” Packets


If the trigger messages contain user data, we need a mechanism to guarantee packet security and integrity. 


�Need to be clarified.



�Mandatory or Optional?
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