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1 Reason for Contribution
The purpose of this contribution is to propose an image recognition-based positioning method that estimates location by recognizing objects or scenery taken by a camera equipped with mobile terminals.
2 Summary of Contribution

This document proposes a positioning method which estimates location by recognizing objects or scenery taken by a camera equipped with mobile terminals, and necessary extensions of LPPe 1.1 to achieve this positioning method.
R01: editorial changes to previous contribution.

R02: file name change
3 Detailed Proposal

1. Introduction

Various positioning methods have been proposed and used in practical applications so far. The following issues, however, still remain to be solved, especially in indoor environments:

1) Accuracy of ordinary location estimate in indoor environments is insufficient.

2) Cost to achieve very accurate positioning is expensive.

Regarding 1), such positioning methods as GPS or wireless LAN-based positioning cannot achieve high accuracy in indoor environment. 

As for 2), high accuracy can be achieved by using very dense sensors such as RFID and infra-red markers, but this results in very expensive system if this is implemented in a broad area.

This document proposes an image recognition-based positioning method that achieves low-cost, highly accurate positioning.

2. Image recognition-based positioning method

2.1 Overview of the proposed image recognition-based positioning method
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Figure 1: Overview of the proposed image recognition-based positioning method

Figure 1 shows the overview of the proposed image recognition-based positioning method. A photo is first taken by a camera equipped with a mobile terminal, and then image features are extracted from a photo. The image features are next sent to a server in which image feature matching is performed between the features sent and the features in a scenery image data base. The best match is selected if the matching score is high enough, and the location information corresponding to the best match is recognized as the location of the mobile terminal. Azimuth information as well as position information (i.e., latitude, longitude, and altitude) are estimated and sent back to the terminal. 

2.2 The modes for image feature extraction and matching

There are two modes for performing the proposed positioning method: photo mode and video mode. 
(1) Photo mode
In the photo mode, just one image taken as a still image is used to estimate the position of the mobile terminal. On a server side, the position of the terminal is estimated by using the single image information. 

Figure 2 shows the block diagram for image feature extraction in the photo mode. Image key points that are salient points suitable for object recognition are first detected. Image local features around each key point are then calculated to generate a feature vector.
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Figure 2: Image feature extraction in the photo mode
(2) Video mode
In the video mode, multiple frames taken in a video-shooting mode are used for estimating the location to enhance the accuracy. In this mode, image features extracted from successive frames are periodically sent to the server, and feature matching is performed each time on the server side.

Figure 3 shows the block diagram for image feature extraction in the video mode. The detected key points in the first frame are tracked and the key points with different motion from that of majority of the key points are eliminated as outliers, which usually belong to such foreground objects as people and cars. The remaining key points can be considered to belong to background scenery. Thus the accuracy of location estimation is improved by using only the remaining key points because wrong matches caused by influence of foreground objects decrease.
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Figure 3: Image feature extraction in the video mode
Figure 4 shows an example of key point detection and tracking. The green points are key points that survive during several frames, and the white ones are those considered as outliers.
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Figure 4: An example of feature point extraction in the video mode

2.3 Information necessary to be sent for the proposed positioning method

In the proposed positioning method, the data necessary to be sent from a mobile terminal to a server is image features, which consist of coordinate of key points on the image and the feature vectors around the key points. The key points are obtained by a key point detector and a local feature extraction method is applied to the region around the key points. The key point detectors and the local features are explained in Section 2.4. ID numbers are allocated to the extracted key points, and then the combination of a key point ID, (x,y) coordinate of the key point, and the feature vector are calculated and concatenated for every key point to obtain data to be sent to the server.
In the case of video mode, image features for all the key points are not necessary to be sent to the server after the second frame. Only the coordinate information as well as their key point IDs is sent for the key points being tracked because the feature vectors do not change so much. For newly detected key points, in contrast, complete data including feature vectors are sent. To discriminate the two cases, a flag (feature vector inclusion flag) is added for each key point.
2.4 Image features used for the proposed positioning method

   There are several features that can be used for the proposed positioning. Local image features often used for object identification are SIFT (Scale Invariant Feature Transform) and SURF (Speed Up Robust Features), but computational power is necessary to extract them, which means they are not suitable for feature extraction on a mobile terminal. Instead, BRIEF (Binary Robust Independent Elementary Features), which consists of combination of binary tests between patch pairs around key points extracted by a FAST key point detector, requires less computational power for extraction. ORB (Oriented FAST and Rotated BRIEF), which is extracted by using the BRIEF patch pairs rotated according to the orientation of an oriented FAST key point detector, has recently been proposed and more robust to rotation of objects or scenery. BRIEF and ORB are used in our current implementation because they give a good balance between accuracy and computational cost.

   On the other hand, ISO/IEC JTC 1/SC 29/WG 11 (MPEG) is now standardizing Compact Descriptors for Visual Search (CDVS). One of the use scenarios is related to recognizing buildings or objects included in scenery, therefore this standardization is closely related to the proposed positioning and can be used for the image features.
3. Proposal of extension of LPPe

   To achieve the proposed image recognition-based positioning, we propose LPPe extension to add the new positioning, which we call Image Matching Based Positioning, as one of the positioning methods defined in LPPe. 

   The followings are information to be sent from a target to a server.

(1) ProvideCapability

Capability information of a target is sent to a server by ProvideCapability. This includes the following information:

· Image feature type (or algorithm type) that identifies which image features (or algorithms) is used (e.g. BRIEF, ORB, or MPEG-7 CDVS)

· Mode for feature extraction and image matching (photo mode or video mode)

· Camera parameters necessary to adjust the difference of cameras equipped with a target

· Maximum number of feature points in a frame

(2) ProvideLocationInformation

The ProvideLocationInformation is used to provide image features to a server. Image features are described as a format defined for each image feature type. In the case of such local features as BRIEF or ORB, this is a list of feature data that includes the followings:

· Key point ID

· Coordinate (x,y) of the key point

· Feature vector inclusion flag indicating if a feature vector is also included, and 

· Feature vector defined for each feature type (64 Byte data consisting of 512 binary elements for BRIEF or ORB). 

Note that all the feature data have the feature vectors for the photo mode. In the case of video mode, on the other hand, ProvideLocationInformation is periodically sent from a target to a server and no feature vector needs to be sent for the key points that have already been detected in previous frames, thus the feature data inclusion flag is set to false for them. 
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5 Recommendation

We recommend OMA Location WG to extend LPPe specification to include the image-recognition based positioning method to achieve accurate positioning especially in indoor environment.
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