[image: image1.jpg]"sOMaQa

Open Mobile Alliance



OMA-REQ-2003-0871-OSPE_fault_detection_and_repair 
Submitted to OMA-REQ (OSPE)
29 Dec 2003
OMA-REQ-2003-0871-OSPE_fault_detection_and_repair
Submitted to OMA-REQ (OSPE)
29 Dec 2003

Input Contribution

	Title:
	Fault detection and repair 
	 FORMCHECKBOX 
 Public       FORMCHECKBOX 
 OMA Confidential

	To:
	OMA-REQ (OSPE)

	Source:
	Stéphane H. Maes, Oracle Corporation
+1-203-300-7786
stephane.maes@oracle.com

	Attachments:
	n/a

	 FORMCHECKBOX 
 Public       FORMCHECKBOX 
 OMA Confidential

	Replaces:
	n/a


1 Reason for Contribution

The OSPE requirement collection activity is in the use case collection phase.
2 Summary of Contribution

This contribution provides a use case that details the steps required to speed or even automate:
· System monitoring
· Problem forecasting

· Fault detection

· Component replacement
3 Detailed Proposal
5.1 Fault detection and Repair 
5.1.1  ASK  \* MERGEFORMAT Short Description

This use case describes some of the steps involved in monitoring the components in a service provider environment and predicting, detecting or repairing a fault at the component level.
5.1.2 Actor

The involved actors are all within the same service provider:

· The administrator of the services and components within the service provider environment
5.1.2.1 Actor Specific Issues

The issues for the actors are:

· Administrator:

· Maintain every existing services in good working condition
· Manage and administer components at any stage of their life cycle. In particular, while in production (i.e. deployed):
· Monitor usage, load and behaviour of the components

· Detecting problematic behaviours

· Predicting problems

· Detecting Faults

· Replacing a component (when faulty or when at risk)
5.1.2.2 Actor Specific Benefits

The benefits for the actors are:

· Administrator:

· Being able to manage throughout their life cycle and administer each component
· Being able to avoid or reduce down time 

· Being able to predict trouble for internal purpose as well as possibly to offer a service of early warning of premium customers

5.1.3 Pre-conditions

The required pre-conditions are:

· A service provider environment exists it consists of several components
· Services are deployed, supported by these components.

· The overall system is managed by the administrator through an extensible application that relies on the life cycle management (including monitoring) interfaces of each component
· The overall system is periodically backed up

5.1.4 Post-conditions

The required post-conditions are:

· Problems have been forecasted or detected and the associated issues have been fixed
· The overall service provider environment is operational for the current and foreseen usage levels

5.1.5 Normal Flow

The normal flow for this use case is:

1. The administrator monitors the different components (including services) in its environment

2. The administration application interrogates (polling) the different components in the system to query about:

· Error log:

· Application level (e.g. exception thrown in answer to a request)

· Internal error message (i.e. not exposed to the requestor)

· Load:

· amount of transactions or processed requests

· number of instances created for the component

· Time per request:

· time for a component to process a request

· delay experiences by other components that made requests

· Self diagnosis results:

· performed on request

· or last results
· …

3. The administrator inspects the results of the request (e.g. visually or better, it is automated via the monitoring application)

4. The Administrator detects that one component has a problematic behaviour. Simple examples of this could come from:
· Detecting that requestor experience an ever increasing delay with that component while no noticeable network congestion is observed.

· Detecting that a component is overloaded (many requests, many instances, increased delays)

· Increased amount of exceptions and internal error message that could denote for example corruption of a data file or upgrade failure / integration problem with respect to another component (or a new service).

· Problematic self diagnosis messages

· Internal error messages

· Requests always fail (e.g. mis-configured component that does not know the correct address for the target to its request)

5. The administrator may decide to broadcast a warning message to appropriate parties (internal or customers)

6. The administrator decides to take corrective / pre-emptive actions by:
· Replacing the component

· Component settings are transferred (assumed correct) 

· All requests from other components are re-directed:

1. Via address redirection

a. If the service environment uses such an addressing scheme a la DNS or allows request routing

2. or by updating all the settings of all the other components that rely on it

a. The administrator must be able to visualize / track all the dependencies between components and update the settings on the fly

· Duplicating the component (e.g. in case of overload)

· Component settings are mirrored (assumed correct) 

· Request are balanced between the components

· Allocating more underlying resources to the component:

· The administrator configures the component to take advantage of the additional underlying resources (e.g. HW, CPU, memory etc…). For example the maximum amount of instances that can be created is increased.

· Upgrading a component or performing a change of settings (e.g. if there are some incompatibilities that lead to errors when some services call the component)

· The administrator determines the impact of these changes on all the other components and services that will call this component (based on a dependency tool).

1. If all are compatible with the changes, the administrator performs the changes

2. Otherwise, the administrator must decide between upgrading the incompatible components or maintaining within the environment an older version of the component before upgrade. In the latter case, calls to the component must be appropriately re-directed to the appropriate version.
7. Operation and administration can continue
5.1.6 Alternative Flow

It is possible that the detection phase does not lead to early diagnosis of a problem.
Instead, the following case could be met.
5.1.6.1 Fault detection event
The administration / monitoring application is registered as listener to some of the error message thrown by the different components.
A particular fault in the system (component error event) may trigger such an event. 
The monitoring application catches the event and launches the polling step 2 in section 5.1.5 and the flows follows as in that section. As there may be a system failure (e.g. component not responding, fatal error message, …), immediate action must be taken and the application may send appropriate alerts to the administrator.

5.1.7 Operational and Quality of Experience Requirements
· Components should present interfaces that allows query to their log files

· Components should maintain logs about error messages and operational parameters (delays before they receive answers to their queries, time of processing, amount of queries processed, ….)

· It is good practice to develop components with self diagnostic capabilities and to expose these through an administration interface

· For a deployed component, it should be possible to track down all the target and type of requests that may be issued to other components

· In a service provider environment, it should be possible to compile all the components that have dependencies on a component
· There should be ways to track version incompatibilities (what version is needed at the minimum, is there a version after which a feature is no more supported etc…)

· Components should be backward compatible from version to version

· Components should provide interfaces that allow their configuration. These should preferably support dynamic configuration.
· Component should provide interfaces that allow monitoring of usage and complete life cycle management.

· When developing a service, it is good practice to expose similar interfaces (versioning, configuration and monitoring) to components in general.
· Components interface should allow backup and restore of components and data settings

· In a service provider environment, there should exist mechanisms to direct request to the appropriate component based on rules set by the administrator
· In a service provider environment, there should be ways to monitor usage of a component

· In a service provider environment it should be possible to re-direct request as needed (e.g. address re-direct or load balancing-based re-direct).
4 Intellectual Property Rights Considerations

We are not aware of any IPR associated to this contribution.
5 Recommendations
We recommend adoption of the text of section 3 for section 5 of the OSPE RD.  
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