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1 Reason for Contribution

During the early stages of service operation, whether for an entirely new service or a revision of an existing service, quite often the stability and quality of service offered to and perceived by the end-user needs to be improved by the Service Provider. In a scenario where a service is a business logic which consists of a complex set of interactions with interfaces provided by deployments of multiple enablers implementations, the necessary debugging phases demand the ability to trace an end-user service execution end-to-end. This helps to understand where the problems may exist in the flows, and/or in which deployed enabler implementations and/or specific interfaces the issues may reside. Things may be even more complex when some enabler functionality may be sourced from other Service Providers, hence debugging an end-to-end service flow may involve multiple organizations.
This phase today tends to be very long and expensive for a Service Provider, for often the flow of a service execution is impossible to trace, and attempts at correlating existing information available from each ‘traversed’ service platform may give sub-optimal results for lack of ability to correlate and for large differences in type of information made available for these purposes by each deployed enabler implementations. Furthermore, when a service spans multiple Service Providers, the chances that any correlation for the end-user session on available data is possible are dim, therefore making this phase harder and longer.

The availability of service level tracing mechanisms would bring the benefits of providing an effective means to a Service Provider to debug the new service version end-to-end (including cross enablers deployed by different Service Providers), hence improving the time-to-market to make the service available for end-users with the expected level of quality. Also, these mechanism can be used for obtaining trace reports of the main execution paths to allow comparing them to trace reports from regression testing to be used at any future time (ie: when verification of service health, and adherence to expected service results and quality may be needed –e.g: on customer complaints, on deployment of a new version of any of the components involved in service execution, etc…).

2 Summary of Contribution

To propose a use case in OSPE RD about Service Level Tracing. The use-case being proposed covers the needs of a Service Provider in debugging and diagnosing the early stages of releasing a new version of a service and to bring it to expected quality level.

3 Detailed Proposal

5. Use Cases

5.1 Debugging a new version of a service

5.1.1  ASK  \* MERGEFORMAT Short Description

This use cases describes the use of end-to-end debugging mechanisms by a Service Provider’s Development and Operation teams when jointly rolling a new service into production to improve the stability and quality of service offered to and perceived by the end-user. A scenario is depicted where the service in question consists of a complex set of interactions between enabler implementations deployed by both the Service Provider and externally by a Third Party Service Provider. Trace reports can be obtained to form a set of results which may be used to compare regression tests results.
5.1.2 Actors

· User – end user using a mobile device.

· Service Provider – Development Team: develops the service business logic which is realized as a complex set of interactions between enablers deployed by both the SP and externally by a Third Party Service Provider. Develops or has responsibility for customization/integration of enabler implementations (possibly including arrangements with enabler implementations vendors).
· Service Provider – Operations Team: manages the day-to-day operation of the service (pro-active and reactive management based on issues with the service detected or reported by OSS systems and/or directly by customers), inclusive of all deployments of enabler implementations which are used by such service.
· Third Party Service Provider - Operations Team: manages the day-to-day operation of the deployed enabler implementation used by the Service Provider’s service.
5.1.2.1 Actor specific Issues

· User 
· Use of the service with consistent and expected level of quality.
· Service Provider – Development Team
· Bring to acceptance-test quality the developed service, take it through acceptance test and hand-off/release it to Service Provider Operations Team in the shortest time possible so that the service is then available to the end-users.
· Service Provider – Operations Team

· Ensure it has all means/tools to be able to manage the service and solve/address possible issues an end-user may experience or which may impact end-user experience.

· Third Party Service Provider – Operations Team
· Ensure it has all means/tools to be able to manage the deployment of the enabler implementation deployed within its control and solve/address possible issues reported by the Service Provider during execution of its service.
5.1.2.2 Actor specific Benefits

· User 
· Consistent and expected level of quality with every service execution.
· Service Provider – Development Team
· Quicker debugging phase of a new service version introduction 
· Service Provider – Operations Team

· Confidence that issues can be tracked to service business logic and/or enabler implementation(s) which is(are) the root-cause of the issue. This enables process of fixing the issues more quickly. It may require involvement of the Service Provider development teams in releasing a new revision.
· Trace reports are obtained as outcome of this use-case. They can then be used whenever a fix is applied, and/or a new version of an enabler/ enabler component is deployed (for those enabler components which are involved with the execution of this service), to compare results of the regression test trace reports against them to verify expected results. 

· Third Party Service Provider – Operations Team
· Ability to determine and prove whether the issue with the service is occurring within execution of those interfaces offered by its deployed enabler implementation or externally.
· Confidence that issues can be tracked to enabler implementation(s) which is(are) the root-cause of the issue. This enables process of fixing the issues more quickly. It may require involvement of the Third Party Service Provider Development Team in releasing a new revision.

5.1.3 Pre-conditions

· Third Party Service Provider has made the necessary business and technical arrangements with the Service Provider to have the interfaces offered by its deployed enabler implementation for use as part of a Service Provider specific service offering. Deployed enabler implementation is available in both a pre-production and production environment.
· Service Provider – Operations Team has deployed those additional enabler implementations needed for the specific service offering in its pre-production and production environments
· Service Provider – Development Team has developed an initial version of the specific service which implements a business logic which uses some interfaces from the deployed enabler implementations by the Service Provider and some by the enabler implementation deployed by the Third Party Service Provider.

· User has an account with the Service Provider.

5.1.4 Post-conditions

· A final version of the service business logic is rolled into production by the Service Provider Operations Team
· A set of trace scripts are obtained. These can be made available for comparison to new trace scripts produced in future occasions by the Service Provider Operations Team, and the Third Party Service Provider Operations Team (e.g.: when an issue is reported to operations by Customer Care on behalf of the end-user, or when new versions of the various components need to be deployed)
· The end-user uses the service getting a consistent and expected user experience each time.
5.1.5 Normal Flow

1. A frozen release-candidate service business logic version is handed by the Service Provider Development Team to their Operations Team for acceptance tests on the pre-production environment. This package gets installed.
2. Service Provider Operations Team explicitly turns on service level tracing functionality both on all mobiles used for testing and on all deployed enabler implementations in the pre-production environment traversed by this service in its execution flow (ie: all those enablers whose interfaces are used as part of any service flow). It is assumed that service level tracing functionality may not always be “on” at all times for all deployed components: it is therefore envisioned a way for the Operations team to turn it on/off with the desired level of granularity as needed.
3. Service Provider Operations team informs Third Party SP Operations team to turn on service level tracing for their deployed enabler implementation.
4. Acceptance test cases are run from the appropriate mobile device. Service level tracing information is collected for the specific test case session and reported by the Service Provider Operations Team. (Depending on the service being analyzed) Trace reports may contain information collected both from service business logic and/or enabler implementations deployed within the terminal, and from service business logic and/or enabler implementations deployed within the Service Provider network.
5. The result of the acceptance test case is NOT as expected by the test book. Issue identification can therefore be performed by looking at the service level trace report. This report covers the sequence of calls (and their details) between the device, the service business logic and each enabler interface (and possible sub-sequent calls from the enabler to other enabler interfaces when applicable). The report covers only the Service Provider owned parts of the service flow, while it shows the third-party Service Provider parts as a black box (knows what goes in and what come out, but has no visibility of details). The issue is found in the call by the service business logic to an enabler function for a deployed enabler implementation of the Service Provider. 
6. With the help of the service level tracing report, the Service Provider Development Team (service) produces a fix for the service business logic and a new version is made available for acceptance tests.

7. Step 4 is repeated and results are as expected by the test book. Service Level Trace report for this test-case is stored for future use in comparing trace reports from future regression testing.
8. Step 4 is then repeated for all acceptance test cases in the test book, including those ones where exception paths are experienced by the user. Service Level Trace reports for all these test-cases are stored for future use in comparing trace reports from future regression testing.
9. Service Provider Operations team accepts this service. Service Level tracing functionality may now be turned off in the pre-production environment at discretion of the Service Provider Operations Team.

10. Service Provider Operations team rolls the service into the production environment.
11. Service Provider Operations Team explicitly turns on service level tracing functionality both on all mobiles used for testing and on all deployed enabler implementations in the production environment traversed by this service in its execution flow (ie: all those enablers whose interfaces are used as part of any service flow). It is assumed that service level tracing functionality may not always be “on” at all times for all deployed components: it is therefore envisioned a way for the Operations team to turn it on/off with the desired level of granularity as needed.

12. 
13. A meaningful subset of the acceptance tests is performed on the production environment. All tests pass. Service Level Trace report from the production environment for these test-cases are stored for future use in comparing trace reports from future regression testing on the production environment. Service Level tracing functionality may now be turned off at discretion of the Service Provider Operations Team. Service is now available for end-users use.

5.1.6 Alternative Flow

5.2.1.1 Alternative flow 1: issue with Service Provider deployed enabler implementation interface
1. As per normal flow.

2. As per normal flow.

3. As per normal flow.

4. As per normal flow.

5. The result of the acceptance test case is NOT as expected by the test book. Issue identification can therefore be performed by looking at the service level trace report. This report covers the sequence of calls (and their details) between the service business logic and each enabler interface (and possible sub-sequent calls from the enabler to other enabler interfaces when applicable). The report covers only the Service Provider owned parts of the service flow, while it shows the third-party Service Provider parts as a black box (knows what goes in and what come out, but has no visibility of details). The issue is found in the result of a Service Provider deployed enabler implementation interface which is called by the service business logic. 
6. With the help of the service level tracing report, the Service Provider Development Team (enabler implementation) produces a fix and a new version of the enabler interface is made available for acceptance tests.
7. As per normal flow

8. As per normal flow

9. As per normal flow

10. As per normal flow

11. As per normal flow

The post-conditions described above apply to this exception flow.

NOTE: this case may have an implication that regression testing on all those services which make use of the enabler implementation interface for which a fix was produced and a new version (of the necessary enabler components) rolled in. This is needed to ensure the fix is compatible to all other existing services which need such interface.

5.2.1.2 Alternative flow 2: issue with third-party-Service-Provider deployed enabler implementation interface
1. As per normal flow.

2. As per normal flow.

3. As per normal flow.

4. As per normal flow.

5. The result of the acceptance test case is NOT as expected by the test book. Issue identification can therefore be performed by looking at the service level trace report. This report covers the sequence of calls (and their details) between the service business logic and each enabler interface (and possible sub-sequent calls from the enabler to other enabler interfaces when applicable). The report covers only the Service Provider owned parts of the service flow, while it shows the third-party Service Provider parts as a black box (knows what goes in and what come out, but has no visibility of details). The issue is found in the result of the third party Service Provider enabler function which is called by the service business logic. 

6. Service Provider Operations team send its service level tracing report to third-party Service Provider Operations team. Third-party Service Provider Operations team analyzes the received report against its own service level tracing report (limited to those sub-flows which occurred in its deployed enabler implementation) and identifies the problem. Third-party Service Provider development team  produces a fix and a new version of the enabler function is made available for acceptance tests.

7. As per normal flow

8. As per normal flow

9. As per normal flow

10. As per normal flow

11. As per normal flow

The post-conditions described above apply to this exception flow.

NOTE: this case may have an implication that regression testing on all those Service Provider services which make use of the third party Service Provider enabler interface for which a fix was produced and a new version (of the necessary enabler implementation components) rolled in. This is needed to ensure the fix is compatible to all other existing services which need such functionality.

5.1.7 Operational and Quality of Experience Requirements

The entire use-case covers Operational requirements.

4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

Propose to agree and include this use case into section 5 in the OSPE requirement document (RD)










NO REPRESENTATIONS OR WARRANTIES (WHETHER EXPRESS OR IMPLIED) ARE MADE BY THE OPEN MOBILE ALLIANCE OR ANY OPEN MOBILE ALLIANCE MEMBER OR ITS AFFILIATES REGARDING ANY OF THE IPR’S REPRESENTED ON THE “OMA IPR DECLARATIONS” LIST, INCLUDING, BUT NOT LIMITED TO THE ACCURACY, COMPLETENESS, VALIDITY OR RELEVANCE OF THE INFORMATION OR WHETHER OR NOT SUCH RIGHTS ARE ESSENTIAL OR NON-ESSENTIAL.

THE OPEN MOBILE ALLIANCE IS NOT LIABLE FOR AND HEREBY DISCLAIMS ANY DIRECT, INDIRECT, PUNITIVE, SPECIAL, INCIDENTAL, CONSEQUENTIAL, OR EXEMPLARY DAMAGES ARISING OUT OF OR IN CONNECTION WITH THE USE OF DOCUMENTS AND THE INFORMATION CONTAINED IN THE DOCUMENTS.

USE OF THIS DOCUMENT BY NON-OMA MEMBERS IS SUBJECT TO ALL OF THE TERMS AND CONDITIONS OF THE USE AGREEMENT (located at http://www.openmobilealliance.org/UseAgreement.html) AND IF YOU HAVE NOT AGREED TO THE TERMS OF THE USE AGREEMENT, YOU DO NOT HAVE THE RIGHT TO USE, COPY OR DISTRIBUTE THIS DOCUMENT.

THIS DOCUMENT IS PROVIDED ON AN "AS IS" "AS AVAILABLE" AND "WITH ALL FAULTS" BASIS.

© 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Page 1 (of 6)
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-InputContribution-20040305]

© 2004 Open Mobile Alliance Ltd.  All Rights Reserved.
Page 3 (of 6)
Used with the permission of the Open Mobile Alliance Ltd. under the terms as stated in this document.
[OMA-Template-InputContribution-20040122]

