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1 Reason for Contribution

This contribution proposes a new use-case for inclusion into the OSPE RD and describes the needs of a Service Provider to perform service level regression testing and is intended to be included in the OSPE RD.

2 Summary of Contribution

This contribution presents a use-case that describes the use of service level diagnostics for regression testing, i.e. after each change in the network a standard set of tests are initiated to ensure that the network change has not impacted any live service.

3 Detailed Proposal

5. Use Cases

5.1 Regression testing following a network fix

5.1.1  ASK  \* MERGEFORMAT Short Description

This use cases describes the scenario when a Service Provider initiates network regression testing of the existing live services following a change to the Service Provider’s network infrastructure, e.g. to introduce a new service, or new network node, or a software patch for an existing service.

After performing the set of specified regression tests it is possible for the Service Provider to quickly and efficiently identify whether the network changes have impacted any of the live services, before any of the Service Provider’s end-users experience a service fault.

If there are any services that have been impacted then the Service Provider is able to rollback the change to avoid any further disruption to the live services, and allowing time to identify and possibly fix the associated network fault.

5.1.2 Actors

5.1.2.1 Actor specific Issues

· End-user
· Consumes the services they have paid for and expects to use the services with consistent and expected level of quality.

· Service Provider

· Offers Services to their end-users and guarantees a quality of service for the services that are consumed.

· Service Provider Customer Care

· Customer care is the primary contact point for the end-user. The customer care needs to ensure that the customer’s complaints are dealt with in an effective and efficient manner to maintain customer satisfaction

· Service Provider Operations Team

· Ensure it has all means/tools to be able to manage the services and solve/address possible issues an end-user may experience or which may impact end-user experience.

· Service Provider Development Team

· Ensures that their service designs meet the expected market needs in terms of time-to-market and quality of service, and end-user expected service quality, e.g. service works first time and is simple use etc. They take the service through acceptance test and release it to its Operations in the shortest time possible whilst achieving service design quality so that the service is then available for consumption to the end-users. They need to able to make the necessary corrections to the service logic whenever a service fault is detected.

5.1.2.2 Actor specific Benefits

· End-user
· Consistent and expected level of quality with every service execution.

· Service Provider

· Able to maintain and improve the quality of service offered to their end-users.

· Service Provider Customer care

· Maintains and improves level of customer satisfaction through efficient and effective resolution of end user complaints. It will help in providing more quality fault related information to the Service Provider Operations team when a fault occurs

· Service Provider Operations Team

· Confidence that issues can be tracked, isolated and corrected in an effective and efficient manner. This enables the process of fixing the issues more quickly. It will also help in providing more quality fault related information to the Service Provider development teams when a fault occurs

· Service Provider Development Team

· Quicker debugging phase when a service fault is reported. It will help in providing more quality fault related information to the Third Party Service Provider development teams when a fault occurs

5.1.3 Pre-conditions

· End-user has an account with the Service Provider and their subscription is fully paid.

· There are a number of live Service Provider services, including the service that is to be modified, that their end-user customers are consuming.

· The Service Provider’s network infrastructure, including their test emulator, supports the Service Level Tracing functionality.

· A Services test emulator is connected into the live network and has been configured by the Service Provider Operations team to invoke pre-scripted test routines.

· Both the Service Provider Operations and Development teams are able initiate the pre-scripted regressions tests

· A business need has been identified for the development and network wide rollout of a service logic modification.

· The Service Provider Operations team and the Service Provider Development team are able to connect to and retrieve logged service level diagnostic information from every node in the Service Provider’s network.

· The Service Provider Development team have signed justification for the required network change and have developed the service logic modification.

· The Development team has pre-tested the service logic modification on a non-live network configuration and release the fix along with the scripted file that allows the Service Provider Operations team to load the fix on all appropriated nodes in the network.
· 
5.1.4 Post-conditions

· The Service Provider Operations team has invoked the pre-scripted test routines and the test emulator has raised an error alarm when one of the services fails to work correctly. 

· The Service Provider Operations team performs a rollback of the new service logic modification and repeats the regression tests to ensure that all existing live services are working correctly.

· The Third Party Service Provider Operations team retrieves the logged service trace information and identifies the cause of fault. 

· The cause of fault is sent to the Development team, where the fault is rectified.

· The end-user continues to consume their services getting a consistent and expected user experience each time.

5.1.5 Normal Flow

1. The Service Provider Development team delivers the service logic modification and the appropriate run-time scripts allowing the Service Provider Operations team to load the modification on all appropriate nodes.

2. The Service Provider Operations team initiates the run-time scripts on all nodes to install the service logic modification.

3. The Service Provider Operations team invokes their standard pre-scripted regression tests from their Operations test emulator, which invokes the Service Provider’s key services, e.g. Send MMS, streaming session etc.

4. During the regression testing the test emulator raises an alarm when it determines that a specific test case has failed.

5. The Service Provider Operations team identifies the failed test case , and makes some basic network checks, e.g. have any of the appropriate nodes in the network failed the activation stage. However, they are unable to determine through basic checks the cause of fault

6. At this point in time the Service Provider Operations team makes the decision to restore the network configuration to it original state to ensure that the existing live services are not impacted.

7. The Service Provider Operations team retrieves (e.g. From their remote Operations console) in the to retrieve all logged trace information associated with the failed test.

8. The Service Provider Operations team analyses the retrieved logged service trace information and determines the cause of the service failure, e.g. the service logic modification is not compatible with on of the software builds of an individual node.

9. The Service Provider Operations creates a detailed fault report, based on the retrieved logged trace information, which is sent to the Service Provider Development team.

10. Following the rollback of the service logic modification the Service Provider Operations team again invokes their standard pre-scripted regression tests to ensure that the existing live Services continue to work correctly.

11. The Service Provider Development team corrects the error in the service logic modification and Service Provider Operations rolls out the service logic modification at a later date.

5.1.6 Alternative Flow

5.2.1.1 Alternative flow 1: The Service Provider Operations team is fixes the fault.

1. As per normal flow 1 to 5

2. Considering the very low traffic levels and hence the limited risk, the Service Provider Operations team decides not to roll-back the service logic modification in order to restore the network configuration to it original state.

3. As per normal flow 9

4. The Service Provider Operations team analyses the retrieved logged service trace information and determines the cause of the service failure, e.g. there is identifiable error in the service logic modification.

5. As per normal flow 7

6. The Service Provider Operations team correct the identifiable error in the service logic modification and re-creates a set of run-time scripts.

7. As per normal flow 2 and 3.

8. No errors are raised at the Operations test emulator.

5.1.7 Operational and Quality of Experience Requirements

The entire use-case covers Operational requirements.

4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

It is recommended that this use-case be included in the OSPE RD
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